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The excited states of the phenylene ethynylene dendrimer are

investigated comprehensively by various electronic-structure

methods. Several computational methods, including SCS-

ADC(2), TDHF, TDDFT with different functionals (B3LYP,

BH&HLYP, CAM-B3LYP), and DFT/MRCI, are applied in system-

atic calculations. The theoretical approach based on the one-

electron transition density matrix is used to understand the

electronic characters of excited states, particularly the contri-

butions of local excitations and charge-transfer excitations

within all interacting conjugated branches. Furthermore, the

potential energy curves of low-lying electronic states as the

functions of ethynylene bonds are constructed at different the-

oretical levels. This work provides us theoretical insights on

the intramolecular excited-state energy transfer mechanism of

the dendrimers at the state-of-the-art electronic-structure the-

ories. VC 2014 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.23778

Introduction

To address the global requirement of renewable energies, the

development of novel photovoltaic materials conducting solar

energy conversion represents a major challenging task.[1–4] As a

group of promising candidates of photovoltaic compounds,

dendrimeric molecules have received wide research interests

due to their important photo harvesting and energy transport

properties.[5–7] Such molecules, known for their highly branched

tree-like structures, are composed of several linear branches (lin-

ear conjugated moieties) linked by meta-substitutions at the

phenylene nodes.

One specific type of dendrimer is comprised of phenylene

ethynylene (PE) branches, involving 2-ring and 3-ring linear PE

units linked by a phenylene node with meta-substitution. The

existence of such phenylene node results in the localization of

molecular orbitals (MOs) at individual linear PE unit[8,9] instead

of spreading over the whole conjugated systems. Thus, the

optically allowed valence electronic excitations generally

involve the frontier orbitals within the same units, resulting in

the formation of so-called local excited (LE) states. As a result,

the absorption spectrum of the whole system simply becomes

the summation over the spectrum of each individual chromo-

sphere.[10,11] Different lengths of linear segments result in an

energy gradient. When the peripheral groups are initially

excited, the exciton is transferred along the branches from the

margin to the center of the dendrimer in a unidirectional, mul-

tistep manner.[12–15] Such exciton transfers (energy transfers

between different LE excitations) in p-conjugated dendrimers

are responsible for the photo-energy collection that can fur-

ther induce a series of complicated photochemical and photo-

physical processes.

Numerous efforts were conducted to investigate the excited-

state processes of dendrimers, both experimentally[5,16–18] and

theoretically.[19–22] According to the experimental observations

by Shortreed et al.,[5] the absorption spectra (<400 nm) of den-

drimeric systems are barely affected by the addition of ethynyl-

perylene groups while the emission spectra change significantly.

The emission from the dendrimeric branches is quenched and

fluorescence almost entirely comes from the ethynylperylene

group. Additionally, the fluorescence intensity is much higher

than that of isolated ethynylperylene systems. This observation

obviously proves the existence of the highly-efficient energy

funnel associating with the intramolecular excited-state energy

transfer from dendrimeric branches to ethynylperylene groups.

Swallen et al.[4] suggested two upper limits of the energy

migration timescales, about 10 ps (four-ring unit ! core) and

270 ps (periphery ! core), according to their measurement of

fluorescence lifetime. The further pump-probe spectroscopy

experiments by Kleiman et al.[16] showed the biexponential

decay (3.0 6 0.5 and 14 6 2.5 ps) for the excited 2-ring

branches within the dendrimeric systems, and subpicosecond

decays for the 3- and 4-ring units. These experiments success-

fully confirmed the ultrafast excited-state energy transfer from

the shorter PE units to the longer ones. Theoretically, MO calcu-

lations by Tada et al.[23] at the DFT/B3LYP level showed that the

MO density is strongly localized in individual chromophores,

instead of significant delocalization over the whole conjugated
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system. Mukamel, Tretiak, and their coworkers carried out sys-

tematic simulations on the exciton transfer of phenylacetylene

dendrimers,[21,24–26] showing the physical insight of exciton cou-

pling and energy-funneling processes. Mart�ınez and

coworkers[27,28] suggested that different branching subunits of

the dendrimers are weakly coupled at the ground-state equilib-

rium geometry while their couplings strongly increase in the

excited-state minimum. In this case, the more delocalized

excited states should be formed at the emission geometry. In

fact, their calculations mainly take the dendrimers with equal-

length subunits into account. As pointed out by Palma,[14] such

delocalization may not exist when subunits have different con-

jugated lengths.

The more comprehensive description of excited-state energy

transfer requires the treatment of the nonadiabatic dynamics.

Recently, Roitberg and coworkers[11,29–31] carried out the

excited-state nonadiabatic molecular dynamics at the semiem-

pirical AM1/CIS level to study energy transfer within the den-

drimer framework. Their work clearly demonstrated that the

excited-state energy transfer was governed by the ultrafast

nonadiabatic transition between different LE states that were

located at different branches. Interestingly, the energy migra-

tion was highly unidirectional, namely always from the shorter

branching units to the longer ones.[11,31] For example, the

ultrafast energy transfer from the 2-ring to 3-ring unit occurred

within 40 fs and the stretching motion of ethynylene bonds in

the 2-ring unit was responsible for this ultrafast transfer pro-

cess.[11] All these pioneering researches gave us a deep insight

of the exciton formation and energy migration in the PE-based

materials.

Nevertheless, it is still very important to examine the

excited-state characters and analyze energy-transfer mecha-

nism of dendrimers at more precise high-level electronic-struc-

ture theory. However, such task is not simple for highly

conjugated systems. First of all, the electronic-structure calcu-

lations of the molecular excited states represent great chal-

lenging.[32,33] In last decades several high-level methods, such

as DFT/MRCI,[34–40] EOM-CC,[41–43] CC2,[44,45] ADC(3),[46,47]

ADC(2),[48–50] TDDFT[51,52] were developed to investigate the

excited state of middle-sized molecules while the balance

between computational cost and accuracy issue is still far

from satisfactions. For instance, the widely used TDDFT

method often suffers from the wrong description of charge-

transfer (CT) states[32,53,54] that seem to be very critical for

organic photovoltaic compounds.[55,56] The EOM-CC and

ADC(3) schemes seem to be very promising due to their accu-

racy while both of them still suffer from the high computa-

tional cost for larger molecule systems. The DFT/MRCI method

is also limited to medium molecules,[38] although it has been

recently applied to relatively larger systems, such as thiophene

oligomers and fullerene C60.[37] Second, such organic photovol-

taic molecules are generally composed of several building

units. A molecular excited state may involve both the LE exci-

tations (Frenkel exciton) and the CT excitations (charge-sepa-

rated exciton) within interacting units.[54,57] The analysis of

energy transfer processes between different building blocks

thus at least requires understanding the contributions of intra-

unit LE and interunit CT transitions. Generally speaking, this

analysis protocol is not a trivial task, because excited-state

wavefunction may involve several configurations and MOs may

be delocalized over several units. To solve this problem, a few

pioneering studies have explored the transition density

method for detailed analysis of excited-state proper-

ties.[26,31,57–68] Mukamel[26], Tretiak[58] and coworkers devel-

oped an approach on the basis of the one-electron transition

density matrix to analyze the intraunit LE and interunit CT

transitions of conjugated molecules. Their methods are mainly

based on the semiempirical quantum-chemical calculations

that do not take atomic-orbital overlap into account. Recently,

Roitberg, Tretiak and their coworkers also introduced this

approach into the dynamical simulations and examined the

time-dependent transition density to monitor ultrafast energy

transfer processes.[31] Based on the early proposal by Luza-

nov,[59,60] Lischka and coworkers proposed an alternative anal-

ysis strategy in the basis of the transition density matrix,

which can be applied at high-level ab initio levels of theories.

Their approaches were used to perform the systematic studies

on phenylenevinylene oligomer (PV)6P[61] and DNA systems.[62]

Recently, Plasser et al.[63,64] discussed a variety of density

matrices-based methods, such as nature difference orbitals,

one-electron transition density matrix, state-averaged natural

transition orbitals and so on, for the analysis and visualization

of the electronic excitations of a diverse set of molecules. By

making full use of the locality of the basis in the localized

molecular orbital (LMO) representation, an efficient linear-

scaling fragments LMO (FLMO)-based TDDFT scheme has been

developed by Liu and coworkers[65] The FLMOs, which com-

bined the merits of the LMO and canonical molecular orbital

representations, are also very useful for the uniform treatment

on all kinds of excitations of large systems. The similar sophis-

ticated approach was also suggested by Engels and his

coworkers,[57,67,68] which is useful to perform the character

analysis of the excited states for molecular aggregates.

Recently, Voityuk[66] introduced the fragment transition density

scheme, with which the diabatic electronic states and their

couplings are derived based on the transition density of the

adiabatic ones. All these analysis methods are more powerful

than previous approaches based on plotting transition den-

sities in cube representation[53,69] and drawing natural orbi-

tals,[70] since the contributions of intraunit LE and interunit CT

transitions on the excited state can be clearly given in a quan-

titative manner.

In this article, the small dendrimer composed of 2- and 3-

ring linear PE units linked by a phenylene node with meta-

substitution was chosen to investigate excited-state properties.

We have systematically performed the benchmark calculations

for the chosen dendrimer at the SCS-ADC(2), TDDFT (B3LYP,

BH&HLYP, CAM-B3LYP), TDHF, and DFT/MRCI levels. The elec-

tronic characters of excited states, namely the contributions of

the LE and CT excitations, are analyzed by the methods based

on transition density matrix. Beside the method by Lischka

et al.,[61,64] another slightly different method[66] is also used in

this article. The potential energy surfaces (PESs) along three

ethynylene bonds are computed with above methods. Finally,
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through analyzing the PESs and electronic characters of indi-

vidual excited states, we discuss the contributions of possible

energy transfer pathways with different computational meth-

ods. The dependence of several frontier orbitals on the key

reaction coordinate is examined to get the insight of

potential-energy crossings. We expect that this work will help

us to examine the unidirectional photoexcitation energy trans-

fer of dendrimers with high-level quantum chemical methods

and furthermore provides solid background for nonadiabatic-

dynamics simulation at more accurate level of theories.

Methods

Model system and labels

This work mainly focuses on the PE dendrimer involving 2-ring

and 3-ring linear PE units linked by a phenylene node with

meta-substitution (see Fig. 1). The entire molecule is divided

into seven blocks (B1–B7) and each functional group is

assigned as one block. Three ethynylene bond distances are

labeled as r1, r2, and r3 in sequence.

As discussed in previous work,[23] the frontier MOs at the

equilibrium geometry are distributed over either 2-ring unit or

3-ring unit (see below orbital analysis). Accordingly, the excited

states should involve LE excitations and CT excitations, which

are outlined in Scheme 1. In the LE excitations, both initial and

final orbitals are located on the same respective fragment, giv-

ing 2 ! 2 or 3 ! 3 LE transitions. The CT excitations, includ-

ing 2 ! 3 and 3 ! 2 excitations, denote that the initial and

final orbitals are located on different fragments. When the

molecular geometry is beyond the equilibrium structure, the

MOs may show remarkable different shapes (see below discus-

sions). Some of orbitals may spread over not only 2-ring unit

but also 3-ring unit. In this case, we refer the orbitals locating

in the “4-ring” unit instead. Then, the excited state may involve

other configurations, such as local 4 ! 4 transitions, as well as

CT transitions from the 4-ring to the 3-ring/2-ring and vice

versa. Table 1 gives the notation of possible electronic transi-

tions, such as 2 ! 2, 2 ! 3 and (or) 3 ! 2, 3 ! 3, 4 ! 4, 4

! 3/2, and (or) 3/2 ! 4. Shortly, we always used “m ! n” to

label the LE or CT excitation, where m and n refer to the loca-

tion of orbitals involved in electronic transitions. To avoid con-

fusing, in the discussion of the energy transfer, a long

expression “m-ring ! n-ring” denotes the excited-state energy

transfer from the m-ring unit to the n-ring unit, corresponding

to the transitions from m ! m LE state to n ! n LE state.

Electronic-structure theories

Several electronic-structure methods, such as SCS-ADC(2),[71]

DFT/TDDFT,[72–75] HF/TDHF,[76] and DFT/MRCI,[34–40] were used

to treat the excited states. The selection of functionals is very

critical in the DFT/TDDFT treatments.[37,54,77] The pure func-

tionals were not taken here because they could strongly

underestimate the energy of CT states.[54] It is also well known

that the energy of CT excitation is highly influenced by the

percentage of HF exchange for hybrid functional.[53,54] There-

fore, several functionals such as B3LYP[78–83] (20% HF),

BH&HLYP[78–80] (50% HF), and CAM-B3LYP[84] (long-range cor-

rected) were used for benchmark reasons. As reported by

many previous studies,[32,53,54] TDDFT approaches tend to

underestimate the energy of CT excitation whereas the oppo-

site holds true for TDHF.[54] Therefore, TDHF was also consid-

ered in this benchmark work. The CT states seem not a serious

issue within the ADC(2) approach,[62] which is thus commonly

thought to be a rather accurate method. Here, to increase the

robustness of ADC(2) against strong correlation effects, in par-

ticular for systems with triple bonds,[85] its spin-component

scaling modification SCS-ADC(2)[71] was applied in the current

work. Such spin-component scaling approach also

Figure 1. Chemical structure of the chosen molecule that is composed of

2- and 3-ring linear phenylene ethynylene (PE) units linked by meta-

substitution at the phenylene node.

Table 1. Electronic characters of different electronic transitions

Electronic transition[a] Electronic character[b]

2 ! 2 LE1

2 ! 3 and (or) 3 ! 2 CT1

3 ! 3 LE2

4 ! 4 LE3

4 ! 3/2 and (or) 3/2 ! 4 CT2

[a] “m ! n”: m and n refer to the locations of orbitals involved in elec-

tronic transitions. [b] In the LE excitations, both initial and final orbitals

are located on the same fragment. The CT excitations denote that the

initial and final orbitals are located on different fragments.

Scheme 1. Excitation scheme for electronically local excited (LE) excitations a) and charge-transfer (CT) excitations b).
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systematically enhances the accuracy for 0–0 excitation ener-

gies for p-p* transitions.[85] Similarly, Engels and coworkers

also recommended the employment of SCS-CC2 in excited-

state calculations.[54,57] Recently, the weights of doubly excited

configurations are suggested to be important with increasing

the chain length of the linear polyenes by Dreuw et al.[86] To

properly describe states with double excitation character, the

DFT/MRCI method[34–40] was also used, which in principle pro-

vides the reasonable description of both valence and CT

excited states for organic systems. The initial reference config-

urations were generated from up to two (active) electrons out

of 10 electrons in 10 active orbitals. Originally, Grimme and

Waletzke[34] reported that the calculated energies of the elec-

tronic states depend on the choice of the configuration selec-

tion threshold (dEsel). Here, the effects of different values of

dEsel were investigated, shown in Figure S1 in Supporting

Information (SI). For dEsel � 1.0, the deviations of the calcu-

lated excitation energies are less than 0.15 eV and most impor-

tantly the order of low-lying excited states remains identical.

In consideration of the accuracy and affordable computation

time, we used dEsel 5 0.9 for all DFT/MRCI calculations.

In this work, SCS-ADC(2)/TZVP, B3LYP/TZVP, BH&HLYP/TZVP,

and TDHF/TZVP calculations were carried out with the Turbo-

mole 6.3[87] program while the CAM-B3LYP/6-311G* calculation

was performed with the Gaussian09[88] program. The DFT/MRCI

calculation was done with the MRCI code by Grimme and

Waletzke,[34] which is linked to Turbomole. The potential energy

curves of several low-lying excited states were obtained as func-

tions of the ethynylene bond distances r1, r2, and r3.

Electronic character analysis

As discussed before, electronically excited states may involve

different LE or CT components. It should be interesting to ana-

lyze the excited-state characters and all possible excitations

(LE or CT) to gain a useful insight into the excited states of

the PE dendrimer. First, the protocol by Lischka and Plasser[61]

was considered for this purpose. The one-electron transition

density matrix is defined as

TEG
rs 5hEja1

r asjGi (1)

Here, TEG
rs defines the transition density between MOs s and

r. jE> (jG>) refers to the excited (ground) state many-electron

wave function. a1
r ðasÞ) is the creation (annihilation) operator

for an electron at the rth (sth) MO. The transformation of tran-

sition density matrix from the MO basis to the atomic orbital

(AO) basis is performed as follows:

T½AO�5C T½MO�Ct (2)

where T[AO] is the one-electron density matrix in the AO basis, C

is the MO coefficient matrix. The AO overlap matrix is given by

S½AO�5C21;tS½MO�C215C21;tC21 (3)

where the MO overlap matrix S[MO] is the unit matrix. For an

excited state, the total transition probability between two

atoms in principle should be given by simply adding all rele-

vant AO transitions. However, the AO basis is nonorthogonal

and thus the AO overlap matrix should be taken into account.

The total transition probability from one atom to another is

defined as eq. (4), a somewhat altered form was also given in

recent published reference.[64]

BE
ab5

X
r 2 a

s 2 b

TEG;½AO�
� �

rs
S½AO�TEG;½AO�
� �

rs
(4)

Lischka and coworkers[61] once pointed out that this

approach is in analogy to Mayer’s bond order[89] between two

atoms, a and b. In the below discussion, this method is

defined as Lischka’s approach.

Alternatively, another similar analysis by projecting the term

TEG,[AO] into the L€owdin orbitals as displayed in eq. (5).[66]

TEG;½Lo�5ðS½AO�Þ
1
2TEG;½AO�ðS½AO�Þ

1
2 (5)

where the transition density matrix TEG,[Lo] is formed in the orthogo-

nal L€owdin orbital basis.[90] In this sense, the transition probability

from one atom to another can be simply expressed as eq. (6).

BE
ab5

X
r 2 a

s 2 b

ðTEG;½Lo�Þ2rs (6)

Similarly, we defined this method as the method based on

the L€owdin orbital basis. Let us consider two fragments A and

B in a molecule. Regardless of using Lischka’s approach or the

method based on the L€owdin orbital basis, the transition prob-

ability from fragment A to fragment B can be obtained by

summing BE
ab as shown in eq. (7).

XEG
AB5

X
a 2 A

b 2 B

BE
ab (7)

If A 6¼ B, eq. (7) represents the CT probability from A to B,

whereas it refers to the LE transition if A 5 B. In this way, we

can easily view all intraunit LE and interunit CT contributions

for an excited state. Engels and his coworkers also used the

analogy efforts to build the transition density in orthogonal-

ized bases while they used localized MOs that need to be built

explicitly.[57,67,68]

In the analysis based on the SCS-ADC(2) and DFT/MRCI cal-

culations, the singly excited amplitudes were chosen to repre-

sent the single-electron excitations. This treatment should be

reasonable if an excited-state wave function is dominant by

single excitations.[61,62]

Results and Discussion

Vertical excitation energies and electronic characters of

excited states at equilibrium geometry

SCS-ADC(2)/TZVP level. Usually, the electronic characters of

excited states are determined by MOs involved in electronic

FULL PAPER WWW.C-CHEM.ORG

154 Journal of Computational Chemistry 2015, 36, 151–163 WWW.CHEMISTRYVIEWS.COM



excitations. Several frontier p MOs at the SCS-ADC(2)/TZVP

level are shown in Figure 2. At the ground-state equilibrium

geometry, all frontier orbitals are located at either 3-ring unit

or 2-ring unit. Among them, HOMO-5, HOMO-4, HOMO-2,

HOMO, LUMO, LUMO12, LUMO13, and LUMO15 are localized

at the 3-ring unit while the HOMO-3, HOMO-1, LUMO11, and

LUMO14 are localized at the 2-ring unit. We notice that all

DFT methods with different functionals give similar frontier

MOs at their own optimized equilibrium geometries, thus only

the orbitals obtained at the SCS-ADC(2) level are shown here

and the orbitals at other levels of theory are given in SI (Figure

S2-S5).

Several low-lying excited states at the ground-state mini-

mum geometry are obtained at the SCS-ADC(2)/TZVP level

(Table 2). All six lowest excited states (S1–S6) belong to A0 sym-

metry. The contributions of double excitations to each excited

state (approximately 10%) are listed in Table S1 (SI), exhibiting

dominant single excitation character. From Table 2, the bright

S1 state with large oscillator strength is dominated by one

major HOMO ! LUMO transition. Since both HOMO and

LUMO are located in the 3-ring unit (Fig. 2), S1 represents a

typical 3 ! 3 LE state. The S2 state is essentially dark due to

much smaller oscillator strength. The major transitions of S2

are highly mixed, involving several transitions from different

orbitals locating between HOMO-2 and LUMO12. Interestingly,

S2 includes both 2 ! 3 CT transitions and reversed 3 ! 2 CT

transitions. In this sense, both two (2-ring and 3-ring) units

behave as electron donor and accepter at the same time. All

S3, S4, and S5 are dark with small oscillator strengths while the

former two states (S3 and S4) mainly include the 3 ! 3 LE

transitions and the latter one (S5) becomes a 2 ! 2 LE state.

Additionally, the energies of S4 and S5 resemble with each

other, indicating the possible existence of the S4/S5 PES cross-

ing at the Frank–Condon (FC) region. The S6 state with the

high oscillator strength dominantly includes the HOMO-1 !
LUMO11 transition. Although this state could mainly be

assigned as a 2 ! 2 LE state responsible for the strong

absorption of 2-ring unit, the CT (2 ! 3 and 3 ! 2) excita-

tions are also involved.

To determine the electronic characters of excited states

more directly, the transition density analysis of each state is

performed based on both Lischka’s approach and the method

Figure 2. MOs (SCS-ADC(2) level) of the studied molecule at the optimized

ground-state geometry. [Color figure can be viewed in the online issue,

which is available at wileyonlinelibrary.com.]

Table 2. Vertical excitation energies (DE, eV), oscillator strengths (f ), and

dominant contributions (Dom. Contr.) of excited states at the SCS-

ADC(2)/TZVP level.[a]

State DE (eV) f Dom. Contr. Label

S1 4.325 2.624 HOMO ! LUMO(80%) 3 ! 3

S2 4.463 0.001 HOMO-1 ! LUMO(15%) 2 ! 3

HOMO ! LUMO11(12%) 3 ! 2

HOMO-1 ! LUMO12(12%) 2 ! 3

HOMO-2 ! LUMO11(12%) 3 ! 2

S3 4.579 0.000 HOMO-5 ! LUMO(38%) 3 ! 3

HOMO ! LUMO13(34%) 3 ! 3

S4 4.803 0.000 HOMO-4 ! LUMO12(19%) 3 ! 3

HOMO-4 ! LUMO(18%) 3 ! 3

HOMO ! LUMO15(16%) 3 ! 3

HOMO-2 ! LUMO15(15%) 3 ! 3

S5 4.814 0.001 HOMO-3 ! LUMO11(32%) 2 ! 2

HOMO-1 ! LUMO14(30%) 2 ! 2

S6 4.909 1.048 HOMO-1 ! LUMO11(61%) 2 ! 2

HOMO ! LUMO11(13%) 3 ! 2

HOMO-1 ! LUMO(12%) 2 ! 3

[a] Only the components with the contribution more than 10% are

included.

Scheme 2. The classification of electronic transition within all seven (B1–

B7) blocks. Each square stands for the transition from the Bx (horizontal) to

By (longitudinal) blocks. The whole plot is divided by the bold blue dash

line, giving four parts representing different transitions [A) 2 ! 3 CT, B) 3

! 3 LE, C) 2 ! 2 LE, and D) 3 ! 2 CT]. The color codes in this figure, as

well as in the remaining figures of this article, indicate the amplitude of

transition intensity. The deeper color represents the larger transition proba-

bility. [Color figure can be viewed in the online issue, which is available at

wileyonlinelibrary.com.]
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based on the L€owdin orbital basis. As displayed in Scheme 2,

seven blocks (B1–B7 in Fig. 1) are used to build intraunit and

interunit transition probabilities. Every square in Scheme 2 rep-

resents the transition from the corresponding horizontal block

(horizontal axis) to the longitudinal block (longitudinal axis). In

each square, the deeper color represents the larger transition.

Furthermore, the 7 3 7 array panel is split into four parts: (A)

2 ! 3 CT, (B) 3 ! 3 LE, (C) 2 ! 2 LE, and (D) 3 ! 2 CT. The

diagonal length represents the local excitation on 2-ring or 3-

ring, whereas the off-diagonal elements correspond to CT

configurations.

Figure 3A provides the transition density analysis for six

excited states at the SCS-ADC(2)/TZVP level. Due to the similar

results obtained by Lischka’s approach [eq. (4)] with the corre-

sponding outcomes of the method based on the L€owdin

orbital basis [eq. (6)], in below discussions we only present the

results based on the latter approach and put the data

obtained by Lischka’s approach in SI (Figure S6-S10). It is clear

that the S1 state is a 3 ! 3 LE state (Fig. 3Aa), consistent to

its dominant electronic configuration in Table 2. Previous anal-

ysis has figured out that the S2 state is a CT state including

both 2 ! 3 and 3 ! 2 CT excitations. Here, we find more

insight on which block is directly related to such transitions.

Figure 3Ab shows that the electronic transition of S2 state

mainly occurs at the B3 block, namely the core block belong-

ing to not only the 2-ring unit but also the 3-ring unit. The

electronic transition from B3 to itself becomes an important

component for the S2 state. The CT (2 ! 3 and 3 ! 2) excita-

tions (assigned by involved orbitals) should mainly involve the

transitions either from B3 to adjacent block or vice versa. In

this sense, this analysis provides more insight on electronic

excitations than the standard orbital picture. Particularly when

the electronic transition involves too many orbitals, it is very

difficult to obtain all transition components from the standard

orbital analysis while this approach becomes more powerful.

Both S3 and S4 are 3 ! 3 LE states and their components are

mainly characterized by the transitions at the benzene block

(B5 and B7, respectively), as shown in Figure 3Ac and Figure

3Ad, respectively. Although the S5 state is the first state of the

2 ! 2 LE transition (Figure 3Ae), it is essentially dark. The first

bright state attributed to the 2 ! 2 LE transition is the S6

state (Fig. 3Af ) while it contains weak CT excitation. Hence, at

the SCS-ADC(2) level, the photoinduced energy transfer (2-ring

! 3-ring) seems to involve a rather complex process and

many excited states, since the initial 2 ! 2 optically allowed

excitation gives the S6 state.

B3LYP/TZVP level. At the TDDFT level with B3LYP functional

and TZVP basis, the vertical excitation energies, oscillator

strengths, and dominant contributions of excited states are

listed in Table S2 in SI. The corresponding transition density

analysis is shown in Figure 3B. Similar to SCS-ADC(2), Figure 3Ba

Figure 3. The transition density analysis for the low-lying singlet excited states (a–f ) with the method based on the L€owdin orbital basis at the A) SCS-

ADC(2)/TZVP, B) B3LYP/TZVP, C) BH&HLYP/TZVP, D) CAM-B3LYP/6-311G*, E) TDHF/TZVP, and F) DFT/MRCI levels. Although at the SCS-ADC(2)/TZVP level the

S5 state corresponds to the lowest 2 ! 2 transition, it is essentially dark. As the contrast, the S6 state is responsible for the first bright 2 !2 excitation.

For other levels, the lowest 2 ! 2 transition results in the bright excited state.
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shows that the S1 state is also assigned as the 3 ! 3 LE state.

Although both the SCS-ADC(2) and TDDFT/B3LYP calculations

give the CT character for the S2 state, significant differences

exist between two sets of results. At the SCS-ADC(2) level, many

configurations contribute to the S2 excited state wave functions

while only two configurations play a dominant role at the

TDDFT/B3LYP level. In addition, the CT excitation either starts

from or ends up with B3 block at the SCS-ADC(2) level, (Fig.

3Ab), while it involves almost all blocks in the 2-ring and 3-ring

fragments at the TDDFT/B3LYP level (Fig. 3Bb). In another word,

the long-range delocalized CT excitation is more favorable at

the TDDFT/B3LYP level. The S3 state is also a CT state including

both 2 ! 3 and 3 ! 2 CT transitions (Fig. 3Bc). Both the orbital

and transition density analysis show that the bright S4 state is

mainly composed of the 2 ! 2 LE transition, responsible for

the photoabsorption of the 2-ring unit (Fig. 3Bd). The S5 state is

assigned as the 3 ! 3 LE state (Fig. 3Be), while its energy is

similar to that of S4.

BH&HLYP/TZVP and CAM-B3LYP/6-311G* levels. With the intro-

duction of more HF exchanges, the BH&HLYP/TZVP calculations

give another view (Table 3). Similar to both SCS-ADC(2) and

TDDFT/B3LYP, the TDDFT/BH&HLYP predicts that S1 is the

bright 3 ! 3 LE state (Fig. 3Ca) with the HOMO ! LUMO tran-

sition. However, significant differences are obtained for higher

excited states. The S2 is another bright state with three major

transitions, including one leading 2 ! 2 LE transition and two

minor CT (2 ! 3 and 3 ! 2) transitions (Table 3). Considering

its oscillator strength and the transition density distribution

(Fig. 3Cb), S2 can be safely assigned as the 2 ! 2 LE state

responsible for the photoabsorption of the 2-ring unit. The

other states (S3, S4, and S5) carry weaker oscillator strengths,

belonging to the dark states. Essentially S3 is a CT state while

S4 and S5 are 3 ! 3 LE states with very similar energy. More

details are summarized in Table 3 and Figure 3Cc–3Ce. At the

TDDFT/BH&HLYP level, we did not find CT state between the

bright 3 ! 3 and 2 ! 2 LE states. As a result, the more simple

process involving direct 2-ring ! 3-ring energy transfer is

implied after the excitation of the 2-ring unit. Most likely the

CT state should not be involved in the energy funnel process

at all. In comparison with TDDFT/B3LYP (20% HF), TDDFT/

BH&HLYP (50% HF) predicts much higher vertical excitation

energies for not only CT states but also LE states. Similar

observations have also been found in some other sys-

tems.[38,77] Certainly, the CT states shift to the higher energy

domain while the components of the CT states are also

strongly influenced by the HF exchange. The lowest CT state

(S3) at the TDDFT/BH&HLYP displays the shorter-distance CT

excitations between the B3 block and its adjacent ones, see

Figure 3Cc. Similar to results at SCS-ADC(2) level, the more

local CT excitations are involved.

The CAM-B3LYP/6-311G* method gives the essentially con-

sistent results with BH&HLYP/TZVP, particularly for the lowest

three excited states (Table S3 in SI and Fig. 3D). Only slight

minor differences on the interunit excitations have been

observed, possibly due to different HF exchange. The order of

high-lying states (S4 and S5) seems to be reversed while their

energies are very similar. Thus, their energy order and elec-

tronic characters show the strong dependence on computa-

tional methods.

TDHF/TZVP level. At the TDHF/TZVP level (Table S4 and Fig.

3E), the overall electronic characters of first two excited states

(S1 and S2) resemble their counterparts at BH&HLYP level.

Thus, the S1 and S2 are safely assigned as 3 ! 3 and 2 ! 2 LE

states, respectively (Figs. 3Ea and 3Eb). It is well known that

the excitation energies of excited states in general shift to the

high energy domain at the TDHF level and this situation

becomes even more significant for the CT states.[54] This fea-

ture is observed in these calculations, see Table 4 and Figure

3E. However, the TDHF and TDDFT/BH&HLYP levels predict the

similar excited-state energy-transfer mechanism.

DFT/MRCI level. Figure 3F provides the transition density anal-

ysis for five lowest excited states at the DFT/MRCI level. The

corresponding major orbital transitions are shown in Table 4.

Similar to other methods, the DFT/MRCI predicts that S1 is the

3 ! 3 LE state (Fig. 3Fa), which is dominated by the HOMO !
LUMO transition. Owing to the two major transitions, including

HOMO-1 ! LUMO and HOMO ! LUMO11, S2 is characterized

Table 3. Vertical excitation energies (DE, eV), oscillator strengths (f ), and

dominant contributions (Dom. Contr.) of excited states at the BH&HLYP/

TZVP level.[a]

State DE (eV) f Dom. Contr. Label

S1 3.945 2.189 HOMO ! LUMO(84%) 3 ! 3

S2 4.538 0.821 HOMO-1 ! LUMO11(57%) 2 ! 2

HOMO-1 ! LUMO(18%) 2 ! 3

HOMO ! LUMO11(12%) 3 ! 2

S3 4.684 0.007 HOMO ! LUMO11(29%) 3 ! 2

HOMO-1 ! LUMO(28%) 2 ! 3

HOMO-1! LUMO12(10%) 2 ! 3

S4 4.962 0.0497 HOMO-2 ! LUMO(43%) 3 ! 3

HOMO ! LUMO12(21%) 3 ! 3

HOMO-1 ! LUMO11(10%) 2 ! 2

S5 4.999 0.000 HOMO ! LUMO13(47%) 3 ! 3

HOMO-5 ! LUMO(37%) 3 ! 3

[a] Only the components with the contribution more than 10% are

included.

Table 4. Vertical excitation energies (DE, eV), single excitation, double

excitation, and dominant contributions (Dom. Contr.) of excited states at

the DFT/MRCI level.[a]

State DE (eV) Dom. Contr. Label

S1 3.419 HOMO ! LUMO(73%) 3 ! 3

S2 3.704 HOMO-1 ! LUMO(26%) 2 ! 3

HOMO ! LUMO11(18%) 3 ! 2

S3 3.942 HOMO-1 ! LUMO11(46%) 2 ! 2

HOMO ! LUMO11(18%) 3 ! 2

HOMO-1 ! LUMO (13%) 2 ! 3

S4 4.056 HOMO-5 ! LUMO (35%) 3 ! 3

HOMO ! LUMO13(34%) 3 ! 3

S5 4.184 HOMO-4 ! LUMO (23%) 3 ! 3

HOMO ! LUMO14(18%) 3 ! 2

HOMO-4 ! LUMO12(14%) 3 ! 3

HOMO-2 ! LUMO14(11%) 3 ! 2

[a] Only the components with the contribution more than 10% are

included.
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Figure 4. The results at different levels: A1-B1) SCS-ADC(2)/TZVP; A2-B2) B3LYP/TZVP; A3-B3) BH&HLYP/TZVP; A4-B4) CAM-B3LYP/6-311G*, and A5-B5) TDHF/

TZVP levels. The left column A1–A5) gives the PESs (S1: red, S2: green, S3: blue, S4: magenta, S5: brown, S6: turquoise). The right column B1–B5) shows the

dependence of all electronic transitions on r1 and excitation energies (LE1: plus, CT1: circle, LE2: x, LE3: triangle down, CT2: triangle up). [Color figure can

be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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as the CT state (Fig. 3Fb). The first 2 ! 2 LE state appears at

S3 (Fig. 3Fc) and some CT components are also involved. Sig-

nificantly, compared with Figure 3C (TDDFT/BH&HLYP), the

order of S2 and S3 seems to be reversed, that is, the CT state

was pulled down at DFT/MRCI level. Here, to give an overall

comparison more clearly, the contributions of different transi-

tions (2 ! 2, 3 ! 3, 2 ! 3, and/or 3 ! 2) to the lowest

states based on different levels at the equilibrium geometry

are also given by some numerical representations (Figure S11

in SI). To be more specific, the double excitation contributes to

the five lowest excited states is less than 10% (Table S5). Con-

sidering the little double excitation contributions to each stud-

ied excited state at DFT/MRCI as well as SCS-ADC(2) level, the

excited states of the PE dendrimer do not possess significant

double excitation character.

PES and electronic characters of excited states at different

computational levels

Previous studies by Roitberg and coworkers[11] have shown that

the ethynylene bond r1 (2-ring unit), instead of r2 and r3 (3-ring

unit), is the main reaction coordinate responsible for the energy

transfer process of PE compound. Thus, we explore the PESs and

their crossings along all three ethynylene bond distances at the

high levels of electronic-structure theories. This result also sug-

gests that the stretching motions of r2 and r3 are not the major

reaction coordinates because of the high energies of their rele-

vant PES crossings. At the same time, we notice that all low-

lying electronic states are of A0 symmetry at all levels. It is highly

possible that the A00 states are not involved in the excited-state

energy transfer, because the PES crossings between the A00 state

and A0 state lie in the higher energy area. Although at some the-

oretical level (such as TDHF), the energies of the A00 states

become lower with the elongations of the bond distance, their

crossings with the A0 state are still higher than the reactive path-

ways (see SI, Figure S12). Therefore, in this section, we mainly

discuss the PESs of excited states of the A0 symmetry along the

r1 coordinates and put others into the SI. For the better view of

crossings and electronic characters, both PESs and excitation

energies are plotted as the functions of r1 (Fig. 4).

At the SCS-ADC(2) level of theory (Fig. 4A1), the excited-

state energy transfer mechanism seems to be very complex,

which involves several excited states. The photoexcitation pre-

pares a bright 2 ! 2 LE state (S6) with a high energy. Immedi-

ately after it, the bond stretching along r1 brings the system

accessing the S5/S6 conical intersections (or avoided cross-

ings), where nonadiabatic transitions take place. Then, this

vibrational motion along r1 further takes the system into the

area with very long r1 distance (r1 > 1.33 Ang). In this region,

the frontier MOs become delocalized over the whole systems

and thus the 4 ! 4 excitations appear. Such orbital variation

causes the strong electronic couplings between different

excited states. This induces the further nonadiabatic decay

and the system may finally reach the lowest 3 ! 3 LE excited

state. Overall, the SCS-ADC(2) suggests a complex energy

transfer funnel, since a few of intermediate states are

involved.

At the TDDFT/B3LYP level, a conical intersection exists

between S4 and S5 state at the FC region (Fig. 4A2), which is

the crossing between the bright 2 ! 2 LE state and the dark

3 ! 3 LE state. Here, two CT states lie between the bright 2

! 2 LE state and the lowest 3 ! 3 LE state. The strong mix-

ing and delocalization of frontier orbitals were also observed

at longer r1 distances. As a result, the crossing between CT

states and the lowest bright 3 ! 3 LE state is formed. How-

ever, it is not possible to derive the energy transfer mechanism

at the TDDFT/B3LYP level only according to the PES along r1.

This implies that other degrees of freedom must play an

essential role at such level of theory.

Interestingly, the similar PES profiles of low-lying excited

states are obtained at the BH&HLYP/TZVP (Fig. 4A3), CAM-

B3LYP/6-311G* (Fig. 4A4), and TDHF/TZVP (Fig. 4A5) levels. Par-

ticularly, S1 and S2 states are mainly characterized by the 3 !
3 LE and 2 ! 2 LE transitions, respectively. All three levels pre-

dict the same energy transfer mechanism and the CT states

are not involved at all due to their high energies. By simply

increasing r1 distance, S1 and S2 cross to each other and the

nonadiabatic decay takes place at this S1/S2 conical intersec-

tion. Because the S1/S2 crossing exists at the shorter distance

(r1 5 1.26 Ang) at the TDHF level, the even faster nonadiabatic

decay and energy-transfer dynamics should be predicted. Roit-

berg and coworkers also suggested a similar mechanism by

their nonadiabatic dynamics simulation at the semi-empirical

AM1/CIS level.[11] They concluded that the r1 stretching motion

Figure 5. The PES (SCS-ADC(2)/TZVP) as the function of A) r2 and B) r3. (The solid line and dashed line indicate the excited state with symmetry A0 and A00 ,

respectively. S1A0: red, S2A0: green, S3A0: blue, S4A0 : magenta, S5A0: brown, S6A0: turquoise, S1A00 : black). [Color figure can be viewed in the online issue, which

is available at wileyonlinelibrary.com.]
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creates a S1/S2 conical intersection responsible for the energy

transfer, since most S2 ! S1 hops take place around 1.22–1.24

Ang. Thus, their AM1/CIS PES should be very close to the PESs

at the TDHF level, as well as qualitatively similar to those at

the BH&HLYP and CAM-B3LYP levels.

All above theoretical levels except TDDFT/B3LYP predict the

importance of the r1 stretching motion in the excited-state

energy transfer process. This process is not governed by the r2

and r3 stretching motions, as well as the A00 electronic states.

Here, we only show the results at the SCS-ADC(2) level (Fig. 5)

and keep other results in SI (Figure S13-S16).

The PESs derived from the above methods do not provide

very consistent energy-transfer mechanisms. As a further com-

parison, we carried out the subsequent DFT/MRCI calculations.

At DFT/MRCI level, (Fig. 6), one CT state (S2) lies between the 2

! 2 LE state (S1) and the lowest 3 ! 3 LE state (S3). The S2/S3

conical intersection and the S1/S2 strong mixing were

observed at 1.29 and 1.34 Ang, respectively. Therefore, DFT/

MRCI suggests the direct 2-ring ! 3-ring energy transfer fun-

nel with r1 stretching motion while the lowest CT state may

be weakly involved. However, the direct decay should be very

efficient since the crossing near 1.34 Ang is characterized by

the strong mixture of LE1 and LE2. Therefore, comparison of

the DFT/MRCI and BH&HLYP results shows that the energy

transfer mechanism is almost the same, just except the pulled

down CT state at the DFT/MRCI level.

As a summary, the SCS-ADC(2) calculations suggest a more

complex channel involving several excited states while TDDFT

(TDDFT/BH&HLYP, TDDFT/CAM-B3LYP, TDHF) and DFT/MRCI

suggest a relatively direct 2-ring ! 3-ring energy transfer

channel. Furthermore, DFT/MRCI drives a relative consistent

conclusion with BH&HLYP. All above levels except TDDFT/

B3LYP predict that the stretching motion of r1 plays a domi-

nant role for the excited-state energy transfer process. As a

contrast, the other two ethynylene bond distances r2 and r3

seem to be irrelevant. Although the A00 excited states may

cross to the A0 states, these crossings are in the high energy

region. This indicates that the direct decay mechanism and

reactive coordinate suggested by Roitberg and coworkers at

AM1/CIS level[11] may still be reasonable from a qualitative

point of view at more accurate levels. However, the precise

and detailed mechanism is still difficult to be achieved due to

various results at different theoretical levels.

Discussions

As well known, the excited-state calculation results are highly

dependent on the method selections.[37,38,54,77] The precise

reaction mechanism of photoinduced processes is often not

easily determined although the careful benchmark calculations

are performed.[54] Quite commonly it is very difficult to reach

a consistent conclusion even for small organic systems. The

similar problem happens in the current system as well.

Although the TDDFT approaches are assumed as useful and

easy tools in the description of valence excited states, they

strongly underestimate the energy of the CT states.[32,53,54] The

employment of hybrid functionals with higher or long-range

corrected HF exchanges gives better results for some well-

known examples while in other cases this treatment only

show the tendency to shift the CT excitation into the higher

energy domain. For instance, in this system, the B3LYP gives

two CT states lower than the 2 ! 2 LE state while the

BH&HLYP and CAM-B3LYP functionals show the reversed situa-

tion. For some excited states including both LE and CT excita-

tions, the CT components decrease when more HF exchanges

are used. The contributions of the long-range CT excitations

are also suppressed even for the CT states themselves when

the higher HF exchange is included. The TDHF method, as dis-

cussed in previous work, tends to overestimate the CT

excitations.[54]

As shown in Figure 7, the vertical energies of bright 3 ! 3

LE state are shift to high energy domain, from �3.4 eV (B3LYP

and DFT/MRCI), to �3.9 eV (BH&HLYP and CAM-B3LYP), fur-

thermore to �4.3 eV (SCS-ADC(2)) and �4.4 eV (TDHF). The

energy differences between the bright 2 ! 2 LE and lowest 3

! 3 LE state are �0.8 eV (B3LYP), �0.6 eV (BH&HLYP, CAM-

B3LYP, SCS-ADC(2)), and �0.5 eV (TDHF and DFT/MRCI). In the

experimental results,[16] the vertical energy of bright 3 ! 3 LE

state is 3.5 eV and the energy difference between the bright 2

! 2 LE and lowest 3 ! 3 LE state is 0.5 eV. As a propagation

method without the deficiency of the CT problem,[62] ADC(2)

sometimes serves as a benchmark method for middle-sized

Figure 6. The results at DFT/MRCI level: A) The PES as the function of r1 (S1: red, S2: green, S3: blue, S4: magenta, S5: brown, S6: turquoise); B) The depend-

ence of all electronic transitions on r1 and excitation energies (LE1: plus, CT1: circle, LE2: x, LE3: triangle down, CT2: triangle up). [Color figure can be

viewed in the online issue, which is available at wileyonlinelibrary.com.]
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systems that are beyond the limit of other higher-level ab ini-

tio correlated methods (such as CASPT2[38,91,92]. This approach

seems to become popular in recent years, see Refs. [93] and

[94]. However, in this system the ADC(2) method predicts com-

pletely different PES and thus no consistent reaction mecha-

nisms can be derived. For instance, all other levels suggest

that the second dark 3 ! 3 LE state is higher than the first

bright 2 ! 2 LE state while the SCS-ADC(2) gives the reversed

answers. In this sense, the way to use SCS-ADC(2) data as the

benchmark to determine the reasonable percentage of the HF

exchange in TDDFT seems not to be a suitable choice for this

system. As a comparison, the data at the DFT/MRCI level

seems to be consistent with the experimental result.[16] In

addition, previous benchmark calculations recommend that

the DFT/MRCI provides very reliable results on many organic

systems for both the valence and CT excitations. Owing to

these reasons, the DFT/MRCI may be served as the suitable

benchmark method to examine the outcomes of TDDFT. In

this sense, the 2-ring ! 3-ring intramolecular energy transfer

should be rather directly driven by the crossing between two

states characterized by these two electronic characters.

Overall, the inconsistency in this work exactly reflects the

dilemma in the electronic-structure calculations of molecular

excited states.[95] Therefore, the development of novel meth-

ods and improvement of available methods represent the

great challenging for the future. For this system, the results

are sometimes highly sensitive to the method selection; how-

ever, the quantitative consistent conclusion can be made after

very careful calculations. For example, all methods predicted

that the elongation of r1 results in the orbital variation. The

frontier orbital energies as the function of r1 at different levels

are shown in Figure S17 of SI. With the increasing of r1, HOMO

and HOMO-1 (as well as LUMO and LUMO11) start to be close

to each other and form the avoided crossing. During this pro-

cess, the MOs undergo the localization ! delocalization !
localization variation. We took TDDFT/BH&HLYP result as a typ-

ical example for illustration (Fig. 8) as all levels of theories give

the similar picture. In principle, two highest occupied orbitals

(HOMO-1 and HOMO) can be formed by the linear combina-

tion of two occupied localized orbitals (named as OLO2 and

OLO3) localized in the 2-ring and 3-ring units, respectively.

Because of different conjugation lengths of two fragments, the

OLO2 energy should be much lower than the OLO3 energy at

the FC region. The OLO2-OLO3 energy difference is much

larger than their electronic interaction and the final MOs are

still localized in each unit. Thus, the resulted HOMO and

HOMO-1 are basically equivalent to the OLO3 and OLO2,

respectively. When the r1 distance becomes longer, the energy

of OLO3 should remain almost unchanged because its energy

and density are not relevant to r1. However, the elongation of

the r1 distance should reduce the B1–B3 electronic interac-

tions. As a result, the energy of OLO2 should increase. In the

vicinity of r1 5 1.37 Ang, the energies of OLO2 and OLO3

become similar. In this case, their electronic interactions play a

dominant role and the overall MOs become the linear (sym-

metrical or anti-symmetrical) combinations of two local orbi-

tals. Thus, the completed orbital delocalization is observed for

both HOMO and HOMO-1. The further elongation of the r1

bond distance again enhances the energy difference of OLO2

and OLO3. This results in the localization of HOMO and

Figure 8. The four frontier orbital (HOMO-1, HOMO, LUMO, and LUMO11)

energies as the function of r1 at the TDDFT/BH&HLYP level. The corre-

sponding orbitals are plotted at r1 1.20, 1.37, and 1.47 Ang. [Color figure

can be viewed in the online issue, which is available at wileyonlinelibrary.

com.]

Figure 7. Low-lying excited states with different computational levels and

experimental data. The blue, green, and red colors represent the 3 ! 3 LE

transition, the CT (2 ! 3, 3 ! 2) transitions, and the 2 ! 2 LE, respec-

tively. The solid lines and crosses denote the major and secondary elec-

tronic characters of each excited state.
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HOMO-1 again while the HOMO becomes OLO2 now. The simi-

lar two-level model can be used to understand the behavior

of LUMO and LUMO-1. Near 1.37 Ang, we expected that 2 !
2 and 3 ! 3 excitation should have similar transition energies

due to the highly mixed character of four frontier MOs. This

explains why the state crossing and mixing are observed in

the longer r1 distance. In another word, the mixing between

localized orbitals should play a key role to form the relevant

conical intersections (or avoided crossings) governing the 2-

ring ! 3-ring excited state energy transfer. This also clarifies

why r1 is assumed as the reaction coordinate through

electronic-structure calculations. In this sense, we expect that

the result of nonadiabatic dynamics at the AM1/CIS level by

Roitberg et al. should be qualitatively reasonable, although

these high-level calculations somehow do not reach a very

consistent and decisive conclusion. Therefore, the more precise

understanding of excited states of such systems still require

the developments of novel quantum chemistry methods and

the progress of computational ability. Certainly, the nonadia-

batic dynamics at high-level methods should also represent a

challenging task in the future.

Conclusions

In this article, we performed systematic benchmark calcula-

tions with different electronic-structure methods to under-

stand the optoelectronic characters of PE dendrimers. Several

methods, SCS-ADC(2), TDHF, TDDFT with B3LYP, BH&HLYP and

CAM-B3LYP functionals, and DFT/MRCI were used. The vertical

excitation energies and the electronic characters of excited

states were discussed in details. At the FC region, the elec-

tronic transitions were analyzed using both orbital picture and

transition density. By considering the one-electron transition

density matrix within L€owdin orbitals, we successfully distin-

guished the intrinsic features of each state, as well as directly

obtained the contributions of all intraunit and interunit excita-

tions. The PESs along three different coordinates (ethynylene

bond r1, r2, and r3) were constructed.

Although various results are obtained in different levels, the

energy transfer mechanism derived from DFT/MRCI level is

consistent with that of TDDFT/BH&HLYP if we simply shift

down the CT state obtained at the BH&HLYP level. Although

the TDDFT method (BH&HLYP and CAM-B3LYP) and the TDHF

theory suggest the similar picture, namely the direct 2-ring !
3-ring energy transfer via the ultrafast S2 ! S1 decay, the SCS-

ADC(2) seems to recommend a more complex process involv-

ing many intermediated electronic states. This analysis identi-

fies that result from the TDDFT/BH&HLYP calculation is close

to that of DFT/MRCI. And DFT/MRCI shows good agreement

with experimental vertical excitation energies.

Here, some qualitative picture may be also derived. When

the ethynylene bond distance r1 becomes longer, the frontier

orbitals become delocalized and such orbital variation should

be relevant to the 2-ring ! 3-ring energy transfer. As a con-

trast, the exciton energy transfer is not governed by the

stretching motions of triple bonds in the 3-ring unit (r2 and r3)

and the A00 excited states. The current analysis will not only

provide a solid basis for the further investigation but also

show the dilemma of excited-states calculations. In this situa-

tion, the precise understanding of optical-electronic properties

of PE dendrimers and other similar systems requires the devel-

opment of the novel electronic-structure theories, as well as

the treatment of nonadiabatic dynamics at more accurate level

of theories.
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