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Electron transfer at the donor-acceptor heterojunctions plays a critical role in the photoinduced
process during the solar energy conversion in organic photovoltaic materials. We theoretically inves-
tigate the electron transfer process in the anthracene/C60 donor-acceptor complex by using quantum
dynamics calculations. The electron-transfer model Hamiltonian with full dimensionality was built by
quantum-chemical calculations. The quantum dynamics calculations were performed using the mul-
ticonfigurational time-dependent Hartree (MCTDH) theory and multilayer (ML) MCTDH methods.
The latter approach (ML-MCTDH) allows us to conduct the comprehensive study on the quantum
evolution of the full-dimensional electron-transfer model including 4 electronic states and 246
vibrational degrees of freedom. Our quantum dynamics calculations exhibit the ultrafast anthracene
→ C60 charge transfer process because of the strong coupling between excitonic and charge transfer
states. This work demonstrates that the ML-MCTDH is a very powerful method to treat the quantum
evolution of complex systems. C 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4909521]

I. INTRODUCTION

Organic solar cells (OSCs) are potential alternatives for
silica-based photovoltaic systems due to their advantages
such as simple processing, low costs, etc.1–3 So far, organic
photovoltaic devices based on the bulk heterojunctions (BHJs)
seem to be very promising with their rapid increasing
of the energy conversion efficiencies.3,4 The solar energy
conversion of OSC devices is initialized by a series of
primary photoreactions in the BHJ heterojunctions. After
photoabsorption, the excitonic states of donor materials are
generated by sunlight. Then, the excitons are separated into
the weakly coupled holes and electrons at the heterojunctions,
resulting in the so-called photo-induced electron transfer (ET)
processes from donor to accepter materials. Therefore, the
ET processes are certainly key steps for the photonic-electric
energy conversion in OSCs.1–3

In last decades, extensive experimental studies were
dedicated to explore the photo-induced electron transfer
processes in OSCs.2,5–17 Recently, many time-resolved studies
figured out that the photo-induced ET processes are far more
complex than the traditional point of view, since they may
occur on an ultrafast time scale, about 50 ∼ 200 fs.2,5–9

These fast ET processes imply the strong coupling between
electron donors and acceptors. In addition, such ultrafast ET
processes should essentially be the nonadiabatic dynamics that
involves the strong coupled nuclear-electronic motion. The
understanding of the ultrafast ET in OSC represents the great
challenging in theoretical chemistry, owing to the invalidity of
the Born-Oppenheimer approximation.

a)lanzg@qibebt.ac.cn

In last decades, various theoretical approaches were
employed to describe the ultrafast ET process in complex
systems.18–43 The widely used Marcus theory26 may provide
preliminary understandings, while the ultrafast ET is beyond
its treatable limit. Several sophisticated approaches were
proposed based on the quantum dissipative theories in the
framework of reduced density matrix, such as the Redfield
equation,44 generalized Bloch-Redfield equation,21 and the
hierarchy-equation-of-motion (HEOM) methods.22,45–47 As a
perturbation theory, the Redfield equation can only describe
the weak coupling between system (electronic motion) and
bath (nuclear motion) properly. The HEOM method is
regarded as an “exact” method in some sense, but it is compu-
tationally very expensive.22,45–47 Alternatively, several groups
advocated the mix-quantum-classical approaches,39–42,48–50

which seem to be very attractive and practical due to
the simplicity of numerical implementation. For instance,
the surface hopping method51–53 is very popular in the
treatment of the ultrafast ET dynamics,39–42 but it suffers
from many problems,54–57 such as incorrect coherence, internal
inconsistency, and frustrated hops. In last few years, the
real-time TDDFT (time-dependent density functional theory)
method25,37,43 received the great attention since it offers a
simple physical picture to view ET processes via the time-
dependent electronic density. Some efforts were also made to
combine the real-time TDDFT with the Ehrenfest dynamics.25

However, it is not trivial to derive the force acting on the
nuclei due to the non-stationary feature of electronic density
in the real-time TDDFT. In addition, the mean-field Ehrenfest
dynamics also suffers from many deficiencies, such as the
wrong description of coherence. Although the quantum-
classical Liouville equation provides the better description

0021-9606/2015/142(8)/084706/13/$30.00 142, 084706-1 © 2015 AIP Publishing LLC
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of electronic motion, the numerical instability prevents its
broad applications.58,59 A few of approaches with more
rigorous semiclassical approximation, such as initial value
representation (IVR) method58–60 and symmetrical quasi-
classical (SQC) method,38 display their excellent ability to
recover quantum effects in the dynamics simulations, while
their further application is hindered by the large computational
cost and the low numerical stability for the long-time
propagation. Moreover, the ultrafast ET processes of complex
systems may also be described by stochastic approaches, such
as recently developed time-dependent wavepacket diffusion
(TDWPD) method,32,33 while the numerical stability may be
strongly dependent on the system under investigation. Thus
until now, all methods show advantages and shortcomings.

Certainly, one way to understand the ultrafast ET pro-
cesses in complex system is to return to the quantum
dynamics simulations. In last two decades, the so-called multi-
configuration time-dependent Hartree (MCTDH) method
received the great attention,61,62 which provides a numerical
way to solve the time-dependent Schrödinger equation exactly
with high efficiency under the suitable Hamiltonian. This
method gives us the possibility to provide the full quantum
treatment for the nonadiabatic dynamics of complex systems
with high accuracy. Until now, the MCTDH approach was
successfully employed in the ET processes in OSCs up to
tens of vibrational modes,19,20,63 while normally much larger
degrees of freedom (DOFs) may be involved for the more
complex systems.

As a powerful extension of the standard MCTDH
approach, multilayer (ML) MCTDH can deal with thousands
degrees of freedom.13 The ML-MCTDH theory was first
formulated by Wang and Thoss, who provided an imple-
mentation of this method for three layers initially. Later on,
they extended this approach up to four layers and showed
its applicability on the ET processes in dye-semiconductor
systems.13–17 At the same time, Meyer and Worth also inde-
pendently provided a formally identical formulation termed
as “cascading MCTDH,” but without any implementation.64

Manthe provided a recursive formulation of the ML-MCTDH
equations of motion (EOMs), which in principle extends the
cascading expansion up to the infinite number of layers.65,66

Importantly, this approach shows an efficient way to construct
the EOM for each layer and largely reduced the coding
difficulty in the ML-MCTDH implementation. According to
this idea, ML-MCTDH was successfully implemented into
the Heidelberg MCTDH package by Meyer and co-workers,
which allows the large-scaled ML-MCTDH calculation on the
quantum evolution of extremely complex systems.67–70

In this contribution, we chose the anthracene/C60 com-
plex as a simplified model system to investigate the ET
process at the donor-acceptor heterojunctions. To investigate
the influence of the nuclear degrees of freedom on the
ET process, the full dimensional (all the 246 vibrational
modes) quantum dynamics of the 4 relevant donor/acceptor
electronic states were carried out within the framework
of ML-MCTDH using the Heidelberg MCTDH package.70

The reduced-dimensionality models were also investigated
to examine the different performances of MCTDH and
ML-MCTDH. The diabatic model Hamiltonian was built

employing the projection-operator approach and electronic-
structure calculations. This work represents our initial efforts
to employ the ML-MCTDH to deal with the ET processes of
complex OSC systems.

This article is organized as follows: in Sec. II, theoretical
methods are introduced, including the construction of the
diabatic ET Hamiltonian, electronic-structure calculations and
quantum dynamics, etc. Results and discussion are given in
Sec. III. After that, our conclusion is presented in Sec. IV.

II. THEORY AND METHODS

A. Diabatic ET Hamiltonian

The diabatic model Hamiltonian based on the ab ini-
tio calculations was built to study the anthracene (An)
→ fullerene (C60) ET process. In a donor-acceptor complex,
a photogenerated excitonic donor state (An∗-C60, henceforth
denoted |ψd⟩) is coupled to several charge separated acceptor
states (An+-C60−, henceforth denoted |ψa⟩). The Hamiltonian
reads

H = Tnuc + |ψd⟩Vdd ⟨ψd | +

a

|ψa⟩Vaa ⟨ψa|

+

a

(|ψd⟩Vda ⟨ψa| + |ψa⟩Vad ⟨ψd |) , (2.1)

where Vdd and Vaa denote the energies of the electronic donor
and acceptor states, respectively. The off-diagonal matrix
elements Vda(Vad) characterize the donor-acceptor couplings.
Tnuc denotes the kinetic energy of the nuclear degrees of
freedom.

Following previous theoretical approaches, we considered
small nuclear displacements and took the normal mode
approximation. The equilibrium geometry of the electronic
ground state was taken as reference geometry. For simplicity,
the dimensionless normal coordinates Qi

71 with associated
frequencies ωi were employed to represent the diagonal
elements of the diabatic Hamiltonian, namely,14,15,17,19,20,72

Vdd = Ed +
1
2


i

ωiQ2
i +

i

κ
(d)
i Qi, (2.2a)

Vaa = Ea +
1
2


i

ωiQ2
i +

i

κ
(a)
i Qi, (2.2b)

where Ed and Ea are energies of the donor and acceptor
electronic states, respectively, at the reference geometry.
The κ

(n)
i (n = d,a) are the gradients of the potential energy

functions at the reference geometry and they represent the
first-order intra-state vibronic couplings. The current approach
neglects the frequency shift and the Dushinsky rotation of the
normal modes.

Several previous works14,16,20 recommended to represent
the D-A couplings by their zero-order inter-state couplings,
namely,

Vda = Vad = λda, (2.3)

since they should already capture the leading contribution.
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B. Determination of the parameters in diabatic
Hamiltonian

The parameters in the diabatic Hamiltonian (Eqs.
(2.1)–(2.3)) were determined from the electronic-structure
calculations using the projection-operator approach,73 which
was used in the treatment of the ET processes of dye-
semiconductor systems by Wang, Thoss, and their co-
workers.14–16,72 This approach is proven to be very useful
and practical in the construction of the diabatic Hamiltonian
in the description of the ET processes of complex systems.
As this method was comprehensively discussed in previous
works,14–16,72 only a brief description is provided here.

In many previous works, the eigenstate energies of the
one-electron wave functions (i.e., molecular orbitals (MOs)),
in particular some frontier orbitals, were often selected to
construct the energy-level diagrams for electronic devices.14–16

Thus, within the framework of the single-electron picture,
the ET process can be viewed as the electron injection from
the localized LUMO of An to the localized low-lying virtual
orbitals of C60, which define the donor and acceptor states
|ψd⟩ (An∗-C60) and |ψa⟩ (An+-C60−), respectively. According
to this idea, the diabatic Hamiltonian was constructed by
the manipulation of the Fock matrix that was obtained from
the electronic-structure calculations of the donor-acceptor
complexes.14–16,72

We separate the An/C60 complex into two parts: the donor
part (An) and the acceptor part (C60). In principle, the atomic
orbitals (AOs) are also well divided into two groups according
to their locations. The donor group (���ϕ

d
j


) consists of the AOs

centered at the atoms of An, while the acceptor group (���ϕ
a
j


)

contains the AOs centered at the atoms of C60.
The set of atomic orbitals (���ϕ

d
j


,
���ϕ

a
j


) of the whole

system is then orthogonalized according to the Löwdin
transformation,74–77

|ϕ̃n⟩ =

j

�
S−1/2�

jn

�
ϕ j

�
, (2.4)

where S denotes the AO overlap matrix with elements
(Skl = ⟨ϕk |ϕl⟩). Since such transformation largely keeps the
localization feature of the new basis functions, the separation
of the donor (

�
ϕ̃d
n

�
) and acceptor (

�
ϕ̃a
n

�
) orbitals is still valid.

The Fock matrix in the Löwdin orthogonal basis becomes

F̃ = S−1/2FS−1/2, (2.5)

where F denotes the Fock matrix in the original AO basis. Such
Fock matrix can be arranged in the following donor-acceptor
block structure

F̃ = *
,

F̃dd F̃da

F̃ad F̃aa

+
-
. (2.6)

Next, the two (donor and acceptor) blocks F̃αα (α = d,a) of
the Fock matrix are individually diagonalized via

F̄αα = D†αF̃ααDα, (2.7)

and the off-diagonal blocks become

F̄αβ = D†αF̃αβDβ. (2.8)

Thus, the prediagonalized block structure of the Fock matrix
reads

F̄ = *
,

F̄dd F̄da

F̄ad F̄aa

+
-
=

*.............
,

ε1,d 0 · · ·
0 ε2,d · · ·
...

...
. . .

F̄da

F̄ad

ε1,a 0 · · ·
0 ε2,a · · ·
...

...
. . .

+/////////////
-

.

(2.9)

This way gives the localized molecular orbitals (LMOs, ���ϕ̃
α
j


)

of donor and acceptor, namely,
�
ϕ̄αn

�
=

j

(Dα) jn ���ϕ̃αj

. (2.10)

Two diagonal blocks of the Fock matrix (Eq. (2.10)) with
indices d and a denote the energies of the localized donor and
acceptor states, respectively. The off-diagonal blocks contain
the diabatic coupling elements.

In this paper, we only considered the single donor state
|ψd⟩ representing the LUMO of the donor part, while several
acceptor states |ψa⟩ (unoccupied orbitals of the acceptor part)
were chosen in the case of their energies close to that of the
donor state. Thus, the diabatic Hamiltonian elements were
given by Vdd = εd,n, Vkk = εa,k, and Vdk = F̄da,nk (F̄da,nk are
the elements of the off-diagonal blocks), respectively.

As a short summary, all parameters in diabatic Hamilto-
nian (Eqs. (2.1)–(2.3)) were readily obtained based on the
electronic structure calculations. ωi was directly obtained
from the normal mode analysis of the overall system. Ed,
Ek, and Vdk were obtained from the prediagonalized block
Fock matrix. κ(d)i and κ(a)i were obtained from the gradients of
the donor and acceptor states at the equilibrium geometry of
the overall system.

C. Electronic structures

The electronic structure of anthracene/fullerene calcu-
lations were performed with the density functional theory
(DFT) method at the PBE/SVP (Perdew-Burke-Ernzerhof
functional and split-valence plus polarization basis set) level
using the Turbomole program.78 The multipole-accelerated
RI-J (the Resolution of the Identity approximation for the
Coulomb potential) approximation (MARI-J)79 was used in
the geometry optimization, by which the computational cost
is dramatically reduced without loss of accuracy.

To estimate the influence of the DFT functionals on
the ET dynamics of the anthracene/C60 complex, we also
performed further electronic-structure calculations with the
B3LYP (Becke, three-parameter, Lee-Yang-Parr exchange-
correlation) functional and the SVP basis set using Tur-
bomole program78 and the long range-corrected functional
LC-ωPBE/6-31G∗ using Gaussian 09 program.80 The ML-
MCTDH results with electronic structures calculated using
these functionals are given in the supplementary material.81
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D. Quantum dynamics

In this section, we illustrate our procedure to perform quan-
tum dynamics. All MCTDH and ML-MCTDH calculations
were performed by using the Heidelberg MCTDH package.70

In order to determine which acceptor states play major
roles in the ET process, we first took several unoccupied
LMOs of acceptor (energetically close to the donor state) as the
acceptor states to study the pure electronic dynamics without
the inclusion of the nuclear motion. Next, we only took three
acceptor states in the further treatment on the coupled-nuclei-
electrons dynamics, since only they show the large contribution
in the pure ET dynamics (see below for details).

The two-state (2S) model was first examined, which
includes one donor state and one acceptor state (one of the
three selected ones). In this step, the reduced dimensional
models with several vibrational degrees of freedom were
treated by MCTDH and ML-MCTDH for comparison. As our
first efforts to utilize MCTDH and ML-MCTDH to study the
quantum evolution of complex systems, the standard wave-
packet propagation method was also used to simulate the
2S-2D (2 electronic states, 2 vibrational degrees of freedom)
model for comparison to make sure the correct employment
of MCTDH and ML-MCTDH. When a lot of the vibrational
degrees of freedom were involved, MCTDH cannot give
converged results and only ML-MCTDH method was utilized
in these cases.

Finally, the full quantum evolution of the ET process was
investigated within a completed model including 4 electronic
states and 246 modes (all vibrations) using the ML-MCTDH
method.

1. Wave-packet propagation method

Following the standard way, the wave-packet were
propagated using split-operator (SO) method.82 We employed
the fast Fourier transform (FFT) method83 to evaluate the
propagation of the nuclear kinetic energy operator. In the
current 2S-2D model, the grid for the wave-packet propa-
gation consists of 128 points (from −14.0 to 14.0) for each
vibrational coordinate. The wave-packets are propagated for
120 fs with a time step of 0.05 fs.

2. MCTDH

In contrast to the standard quantum dynamics method,
the MCTDH method64,84 uses the time-dependent basis to
represent the wave function. For a system with f DOFs
described by coordinates Q1, . . . ,Q f , the following ansatz is
applied:

Ψ
�
Q1, . . . ,Q f , t

�
=

n1
j1=1

· · ·
n f
j f=1

Aj1· · · j f (t)
f

κ=1

ϕ
(κ)
jκ
(Qκ, t) .

(2.11)

Here, Aj1· · · j f denote the time dependent expansion coeffi-
cients and {ϕ(κ)jκ } denote the time-dependent basis functions,
known as single particle functions (SPFs). Applying the
variational principle


δΨ

�����
H − i

∂

∂t

�����
Ψ


= 0, (2.12)

the coupled equations of motion are obtained as

i
∂

∂t
Aj1· · · j f =


l1· · ·l f

 f
κ=1

ϕ
(κ)
jκ
|H |

f
κ=1

ϕ
(κ)
lκ


Al1· · ·l f , (2.13a)

iϕ̇(κ)m =
(
1 − P(κ)) nκ

j,l=1

(
ρ(κ)
)−1



mj
⟨H⟩(κ)

jl
ϕ
(κ)
l
. (2.13b)

Here, the operator P(κ) refers to the projection onto the space
spanned by the single-particle functions for the κth degree of
freedom,

P(κ) =
nκ
j=1

����ϕ
(κ)
j

 
ϕ
(κ)
j

���� , (2.14)

and the mean-field Hamiltonian that is an operator acting on
the κth degree of freedom is defined as

⟨H⟩(κ)
jl
=

Ψ
���ϕ

(κ)
j


H

ϕ
(κ)
l

���Ψ

. (2.15)

The density matrix for the κth degree of freedom, ρ(κ), is
given by

ρ
(κ)
jl
=

Ψ
���ϕ

(κ)
j

 
ϕ
(κ)
l

���Ψ

. (2.16)

�
ρ(κ)

�−1 is the inverse matrix of ρ(κ).
Generally the employment of the MCTDH method

allows us to treat the quantum dynamics of the system with
tens of degrees of freedom.67

3. ML-MCTDH

In the ML-MCTDH scheme,67–69 the SPF is replaced by
a recursive layered expansion of the time-dependent basis
function, which in nature is a way to decompose a high-
dimensional tensor recursively into sums of several products
of lower-dimensional tensors.85 In principle, it is possible to
combine a group of primary coordinates into a few logical
coordinates (combined SPF bases). If the combined SPFs
can be efficiently propagated, the calculation of the quantum
evolution of the whole system becomes very efficient. How-
ever, if each combined SPF basis is the combination of too
many primary coordinates, the computational efficiency may
still be very low. In order to solve this problem, it is possible
to split the combined modes again into even smaller groups
of logical coordinates of the lower layer. Then, repeat this
procedure over and over again until the primitive degrees of
freedom are reached. This gives the recursive expansion of
ML-MCTDH,

ϕ
l−1;κ1· · ·κl−1
m

(
Ql−1;κ1· · ·κl−2

κl−1 , t
)

=

n1
j1=1

· · ·
nκl

jpκl
=1

Al ;κ1· · ·κl−1
m; j1· · · jpκl

(t)
pκl
κl=1

ϕ
l ;κ1· · ·κl
jκl

(
Ql ;κ1· · ·κl−1

κl
, t
)
,

(2.17)

where l denotes the layer depth, κ1, . . . , κl−1 denote the
indices of the logical degrees of freedom starting from the
each node on the top layer and down to a particular primary
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FIG. 1. Tree structure for the ML-MCTDH wavefunctions.

coordinate. Following this idea, a tree (or hierarchy) structure
was constructed to represent the expansion of time-dependent
basis over several layers (Fig. 1).

The EOMs of ML-MCTDH are similar to the usual
MCTDH equations. For the top layer, they are identical to
the MCTDH ones,

i
∂

∂t
A1
J =

L



Φ

1
J |H |Φ1

L

�
A1
L, (2.18a)

Φ
1
J = ϕ

(1;1)
j1

�
Q1

1, t
�
· · · ϕ(1;p)

jp

(
Q1

p, t
)
. (2.18b)

The EOMs for the propagation of the SPFs are formally the
same for all layers,

iϕ̇z,κl
n =

(
1 − P̂z

κl

) (ρz,κl)−1
n j ⟨H⟩z,κljm ϕ

z,κl
m , (2.19)

where z is the shorted label for l; κ1, . . . , κl−1.
In practice, the recursive calculations of the mean-

field Hamiltonians ⟨H⟩(κ) and the density matrices ρ(κ) are
performed. As a promising way to perform the full quantum
evolution of large systems, the initial test work has shown that
it is possible to employ the ML-MCTDH method to treat the
system with hundreds, even more than thousands degrees of
freedom.67

E. Initial condition

Within the Condon approximation, the initial wave
packet Ψ (t = 0) is obtained by vertical excitation of the
ground vibrational level of the electronic ground state to
the donor state. The temperature effect on the current ET
process is checked and proven to be very weak (shown in
supplementary material81). Similar conclusions were made
in previous experimental and theoretical studies.19,86 Thus, at
the time zero, the nuclear wavefunction is assumed to be the
ground vibrational level of the ground electronic state.

F. Electronic population probability

The diabatic population is defined as the expectation
value of the projector |ψα⟩ ⟨ψα | with the time-dependent wave
function,

Pα (t) = ⟨Ψ (t) |ψα⟩ ⟨ψα |Ψ (t)⟩ , (2.20)

where |ψα⟩ denotes the diabatic basis.

FIG. 2. (a) The selected LMO of the donor and (b) the LUMO of isolated
anthracene.

III. RESULTS AND DISCUSSION

A. Donor and acceptor states selection

We choose the donor LMO that resembles to the LUMO
of the isolated anthracene as the donor state, whose MO
profile is shown in Fig. 2. This selection should be reasonable
since the first excited state of anthracene corresponds to the
HOMO→ LUMO transition.

In order to choose the acceptor states with important
contribution to the ET process, 14 unoccupied LMOs of
C60 (energetically close to the donor state) are firstly
chosen as the acceptor states to study the pure electronic
dynamics without the inclusion of the nuclear degrees of
freedom. As shown in Fig. 3, three unoccupied acceptor
states, denoted as A1, A2, A3, are responsible for the ET
process, and their MO profiles are given in Fig. 4. Such
multiple-acceptor-state feature is caused by the existence
of three nearly degenerated virtual orbitals due to the high
symmetry of C60. The contributions of other acceptor states
can be neglected, because their populations remain nearly
zero during the quantum evolution. Thus, it is enough to
employ a four-state model with one donor state (D) and three

FIG. 3. Quantum evolution of the pure electronic dynamics based on the
model Hamiltonian including the single donor state and 14 acceptor states.
The upper line (D) denotes the population of the donor state and the other
lines denote the populations of acceptor states. Three acceptor states are
mainly responsible for the ET process, denoted as A1, A2, A3. The other 11
acceptor states give very little contribution because their populations remain
nearly zero during the dynamics evolution.
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FIG. 4. Three selected localized acceptor states.

acceptor states (A1, A2, A3) in the full quantum dynamics
calculations including vibrational motion. The parameters in
the diabatic Hamiltonian, i.e., the energies of the donor and
acceptor states, as well as the donor-acceptor coupling matrix
elements, are given in the Appendix.

B. Vibronic couplings

The vibrational frequencies ωi and the corresponding
vibronic coupling constants κd/ai of the donor and acceptor
states were determined for all 246 vibrational modes of the
anthracene/C60 complex, as described in Sec. II. The shift of
potential minimum, ∆xi, along each mode is

∆xi =
κai − κ

d
i

ωi
, (3.1)

which reflects the vibronic contribution of each mode on
the ET process. The dependences of ∆xi on the vibrational
frequencies are shown in Fig. 5, which can be viewed as one
of the criteria to select the important modes in the quantum
dynamics simulation. In addition, the vibrational modes in
resonance with the Rabi oscillation of the pure electronic
dynamics should also play important role.

Although the low-frequency intermolecular vibrations
with ωi < 100 cm−1 show large ∆xi, they play rather minor
roles in the quantum dynamics simulation of the ET process
(see below discussions). Thus, we also show the ∆xi values

for all intramolecular vibrational modes (ωi > 100 cm−1)
in the right side of Fig. 5. The low-frequency modes
(<100 cm−1) correspond to the intermolecular motions, and
the high-frequency modes (>3000 cm−1) correspond to the
CH stretching motion. The deformations of these modes are
given in the supplementary material.81

According to the vibronic couplings of all vibrational
modes, three groups of modes with pronounced coupling
strengths are easily recognized in different energy domains.
If we treat all nuclear vibrational motions as the bath of
harmonic oscillators, the spectral density can be built based
on the vibronic couplings of all modes.87 Then, it is easy
to conclude that the overall spectral density should contain
three main peaks at around 0.005 eV, 0.05 eV, and 0.18 eV,
respectively. Thus, in principle, it is possible to use three
harmonic-oscillator baths with different character frequencies
(ωc ∼ 0.005, 0.05, and 0.18 eV) to represent all vibrational
modes. In previous work by Tamura et al.,20 they also
locate the similar two peaks around 0.06 eV and 0.2 eV
in the spectral density for the similar system. In our work,
the intermolecular motions are included as well, thus the
current spectral density contains the contribution from the
low-frequency (0.005 eV) domain.

Taking the two-level system (D and A1) as an example,
the electronic coupling ∆ = 0.05 eV (VDA1). The ultrafast
ET dynamics is not influenced by the low-frequency modes
(see below discussion), thus their roles are not concerned
here. When the bath includes all vibrational modes within
the second frequency region (ωc ∼ 0.05 eV), the parameter
∆/ωc is close to 1. If we consider the bath composed of
modes within the third frequency domain (ωc ∼ 0.18 eV),
the parameter ∆/ωc is around to 0.25. Thus, the current
ET dynamics falls into the intermediate to nonadiabatic
ET region. In addition, the vibronic couplings strength is
rather high compared with the pure electronic couplings. The
diabatic energy difference between the donor and accepter
states is also larger than the electronic coupling. Previous
theoretical studies87 once pointed out that it is not possible

FIG. 5. The shift of potential minima,
∆xi, for all normal modes (left col-
umn) and along the modes with ωi

> 100 cm−1 (right column) for the three
acceptor states (denoted as A1, A2, A3).
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to use approximated methods, such as the Redfield equation,
to treat the ET dynamics in the case of intermediate
to nonadiabatic ET region, strong system-bath (vibronic)
couplings, and the significant diabatic D-A energy difference
with respect to their coupling. In addition, the group of modes
with frequency close to 0.18 eV is resonance with the Rabi
oscillation of pure electronic dynamics. The similar time
scale of electronic dynamics and these vibrational motions
indicates that the current ET dynamics is essentially non-
Markovian, thus it is highly preferred to employ the ML-
MCTDH method to obtain the precise theoretical treatment.

C. ET dynamics

In this section, we first investigated the quantum evolu-
tion of the 2S models only including the donor and A1
states. Two criteria are considered to determine which modes
are important to the ET dynamics. The first criterion is
the shift of potential minimum, ∆xi, along each mode. In
addition, the vibrational modes in resonance with the Rabi
oscillation of the pure electronic dynamics should also be
largely concerned.

In order to characterize the influence of modes with
different ∆xi on quantum evolution, a series of quantum dy-
namics calculations were performed. First, the ET dynamics
only considering two modes with largest coupling strengths
were simulated by using our home-made quantum-dynamics
program, MCTDH, and ML-MCTDH for comparison. Here,
the two modes, i.e., ν15 and ν26, were selected, because they
display the largest vibronic couplings and do not belong to
low-frequency intermolecular vibrations. Their deformations
are displayed in the supplementary material.81 The same
results are obtained from all dynamics methods (data given
in the supplementary material),81 which means that we
successfully get precise results by using MCTDH and ML-
MCTDH for reduced systems. Next, the high-dimensional
ET dynamics with many vibrational degrees of freedom
were investigated by MCTDH and ML-MCTDH. When the
number of vibrational modes is small, MCTDH can give
identical results as ML-MCTDH. For example, the same
results were obtained in the case that all 11 modes with ∆xi >
0.5 are included (see the supplementary material).81 With the
increasing of the degrees of freedom, the convergence of the
standard MCTDH calculations becomes very difficult to be
achieved due to the large number of basis functions (shown
in the supplementary material).81 Thus in this case, only the
ML-MCTDH results are considered in discussions.

Fig. 6 shows the population decay of the photo-generated
donor state when different number of vibrational modes
is included. In the pure electronic dynamics without the
inclusion of nuclear degrees of freedom, the population
of the donor state exhibits pronounced oscillatory features
corresponding to electronic coherence (the curve A in
Fig. 6). When the nuclear motion is involved, the vibronic
couplings immediately lead to a significant damping effect on
electronic motions. Even when only two important modes are
introduced, the oscillation feature becomes weaker obviously
(the curve B in Fig. 6). With the increasing of more vibra-
tional modes, the oscillation is largely suppressed and the

FIG. 6. The populations of the donor state with the model including zero
modes (A), two modes ν15 and ν26 (B), 11 modes (∆xi > 0.5) (C), 44 modes
(∆xi > 0.2) (D), and all 246 modes (E).

population recurrence becomes less pronounced. When 11
modes (∆xi > 0.5) are included, the population of the donor
state decays rather rapidly and the oscillation becomes very
weak (the curve C in Fig. 6). When even more vibrational
modes (44 modes with ∆xi > 0.2) are included, only one
recurrent peak appears at about 40 fs. Finally, when all 246
modes are involved, the large number of vibrations results
in the strong damping effect on the electronic coherence,
resulting in the significant quenching of the recurrences in
the electronic-population dynamics. The further discussion
on the coherent transfer dynamics is given in the Appendix.
Nevertheless, the inclusion of vibrational modes with ∆xi <
0.2 still gives the visible impact on the population dynamics,
thus it is necessary to employ the full-dimensional model
with all vibrational degrees of freedom to achieve the precise
understanding of the ET process in complex systems.

The four adiabatic energies and the expected Rabi
frequencies for the three main D → A transitions are given in
the Appendix. These data allow us to determine the spectral
domain where the vibrational modes are expected to be in
resonance with the pure electronic transition. Particularly, the
modes with frequencies close to the Rabi frequency should be
paid attention. To check the influence of these modes on the
ET dynamics, several diabatic 2S models (D and A1) were
built, which include vibrational modes within the different
ranges of frequency domains centered at the Rabi frequency
(∼0.190 eV). Next, we label the pure electronic dynamics
as Case A and other nonadiabatic dynamics as Case B-E
(Fig. 7).

Case B considers the frequency domain of 0.190
± 0.003 eV (1508.29–1556.69 cm−1), in which the coupling
strengths ∆xi of these modes are all smaller than 0.1. When
these modes are included, the early stage ET dynamics (Case
B) is very similar to the pure electronic dynamics (Case A)
[Fig. 7]. After a few Rabi-oscillation cycles, the overall donor
population in Case B starts to decay obviously and this im-
plies the energy transfer from electronic motion to the nuclear
motion, while the oscillation pattern and its period remain
almost unchanged. When a little larger frequency domain
0.190 ± 0.004 eV (1500.23–1564.75 cm−1) is considered
in the Case C, two modes ν223 (1559.49 cm−1, ∆xi = 0.56)
and ν214 (1500.22 cm−1, ∆xi = 0.35) with strong visible
couplings are included in the 2S model. The inclusion of
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states) with all 246 modes. Compared to the 2S models,
the population of the donor state decays faster (∼16 fs),
while the populations of the acceptor states quickly reach
to the plateau, see Fig. 9(a). The A1 state gives the primary
contribution (∼60%) in the ET dynamics, while both A2
(∼30%) and A3 (∼10%) also play important roles here. Thus
consistent with previous discussions, all three acceptor states
should be involved in the ET processes.

It is worthwhile to check the contribution of the low-
frequency intermolecular modes (ωi < 100 cm−1) on the ET
dynamics, since they are not well described by the harmonic
oscillator approximation. In addition, the electronic-structure
calculations show that they have large vibronic coupling
strengths (Fig. 5). However, the removal of all low-frequency
modes does not change the ET dynamics at all, see Fig. 9(b).
Thus, the low-frequency intermolecular vibrational modes
should play minor roles here. The reason is very obvious.
It should be possible to separate the slow low-frequency
motions and current ultrafast ET dynamics due to their
different time scales. Thus, it should be safe to neglect
these low-frequency modes in the treatment of ultrafast
ET dynamics for complex systems. Alternatively, it is also
acceptable to employ the harmonic oscillator approximation
for the low-frequency modes in the construction of the
full-dimensional Hamiltonian model, because they give very
minor contributions. As shown in Fig. 9(c), when the modes
with high frequencies related to the C—H stretching vibration
are removed, the dynamics is very similar to the results
with the full-dimensional model. The reasons seem to be
obvious. They are neither the strong coupling modes nor
the modes with resonance with the Rabi oscillation. Thus,
in principle, these modes are also not important in the current
ET dynamics.

To examine the dependence of the ET dynamics on
the electronic-structure levels, we also try to run the ML-
MCTDH dynamics with the model built from other func-
tionals (B3LYP and LC-ωPBE). The diabatic Hamiltonian
was re-constructed by replacing the zero order terms (Vdd, Vaa,
and Vda in Eqs. (2.2) and (2.3)) by their corresponding values
obtained with these hybrid functionals (the supplementary
material).81 The ET dynamics based on these new diabatic
models are given in the supplementary material.81 In the cur-
rent system, the ET dynamics does not change dramatically
when the different electronic-structure levels are employed.

The photo-induced ET process is critical for the solar en-
ergy conversion in OSCs. As discussed previously, different
theoretical approaches were taken by several groups, ranging
from surface-hopping dynamics,40 real-time TDDFT,43 and
standard MCTDH.18–20 However, all of these methods suffer
from various deficiencies. Thus, the employment of novel
quantum dynamics method to understand the ET process
of complex systems with very high dimensionality is very
essential. As the powerful extension of the standard MCTDH
method, ML-MCTDH gives us the possibility to understand
the ET processes involving huge number of degrees of
freedom with high efficiency and accuracy. The results
derived from ML-MCTDH calculations can also be the
“benchmark” to examine the validation of other approxi-
mated dynamics methods. In this sense, it is very essential

to employ such powerful methods to study photo-induced
electron transfers or energy transfers in OSCs. For example,
in this work, we have successfully simulated the quantum
dynamics of the ET process involving 4 electronic states and
all 246 nuclear degrees of freedom within the ML-MCTDH
framework. In addition, some important views may be
obtained from such calculations. For example, more than one
acceptor states should be included to achieve the reasonable
description of the ET process. This highly indicates that it
may not be enough to only consider a single acceptor states
when dealing with the ET process in complex systems such
as OSCs, which was indicated by Burghardt and coworkers as
well.63

Previous study pointed out that the formalism of ML-
MCTDH is relevant to the tensor decomposition. A high-
order tensor can be decomposed recursively into sums
of products of low-dimensional tensors by the so-called
“hierarchical Tucker form” represented by a tree structure.85

This tree-type Tucker form in principle may significantly
reduce the computational cost in the solution of the high-
dimensional differential equations. However, such hierar-
chical Tucker form is not uniquely defined, implying different
tree structures may be constructed for the same ML-MCTDH
calculation. The construction of the reasonable tree structure
is not a trivial task,67–69 since the EOMs for all layers should
be solved to achieve converged results. The less nodes in each
layer result in the smaller effective Hamiltonian (Eq. (2.15))
matrices, largely reducing the computational cost for the
solution of the corresponding EOMs. However, in this case,
more EOMs should be solved due to the increasing of the
layer number in the ML-MCTDH expansion.

Although previous works did not explicitly give the
step-by-step tutorial for the construction of the ML-MCTDH
tree, some useful comments were discussed.67–69 The similar
principle was used in the ML-MCTDH tree construction by
considering below issues. (1) The top layer is composed of
two nodes, the electronic degree of freedom and the nuclear
degrees of freedom. (2) The vibrational modes are separated
into two groups: system (∆xi > 0.2) and bath (∆xi < 0.2).
(3) In the system group, the modes with similar ∆xi are put
together to build a few sub-groups (nodes). (4) For the bath
part, the much smaller size of basis functions should be used
and we group them by frequency. According to these rules, an
initial tree is built. The ML-MCTDH calculation with a set of
relatively small-sized basis functions was performed for test
purpose. Then, the branched-structure of tree is re-arranged
based on the node populations. Particularly, the strong
coupled modes should be put together in the construction of
a new ML-MCTDH tree. Following this process iteratively, a
reasonable tree can be constructed after several test runs. In
the current work, some test calculations were first performed
based on different trees with 2, 3, 4, and 5 branches for
the top layer and different setups of other layers. Then, we
always found that the trees with more 2-branched layers
seem to give faster computation for the current system.
Thus, we finally took 2 branches for each layer and the
computational cost looks reasonable after additional test
calculations for convergence. For the largest ML-MCTDH
calculations in the current work, the nine-layer tree was
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used to treat the full-dimensional model including 4 states
and all vibrational modes. In fact, this special hierarchical
Tucker form corresponds to the so-called “dimension tree.”85

Certainly, the current ML-MCTDH calculations in fact do not
involve the extremely large number of vibrational modes that
give large contributions on the ET dynamics. It is not sure that
the dimensional tree displaying reasonable efficiency in the
current work also fits well for other situations. The optimal
construction of hierarchical tree structures for the efficient
and accurate treatment of more complex systems with high
dimensionality remains the great challenging for the future
studies.

As discussed before, the ML-MCTDH is a very powerful
method in the exact treatment of the quantum dynamics
of complex systems. However, the description of extremely
large systems may result in a huge hierarchical tree even
beyond the treatable limit of the ML-MCTDH. The combi-
nation of the effective-mode approach20,71,88 and the ML-
MCTDH method may give a possible solution for this
challenge.

IV. CONCLUSIONS AND OUTLOOKS

In this paper, we wish to describe the quantum dynamics
of the ET process between anthracene and C60. The diabatic
Hamiltonian is built, which includes one electronic donor
and several acceptor states, localized at anthracene and C60,
respectively. In the model construction, the An/C60 complex
is separated into two parts (a donor part and an acceptor
part), and a subsequent diagonalization of the two blocks
of the electronic Hamiltonian is employed to construct the
donor and acceptor states. Within the framework of single-
electron picture, the Fock matrix in the Löwdin orthogonal
AO bases is divided into four blocks, and two diagonal
ones represent the electronic Hamiltonian for donor and
acceptor, respectively. The diagonalization of two blocks
finally gives us the localized states (orbitals) and their
couplings. The full dimensional quantum dynamics of the ET
process were simulated using the ML-MCTDH method with
a nine-layer dimension tree, which allows an efficient and
accurate description of this system comprising 4 electronic
states and all the 246 nuclear degrees of freedom. The
results demonstrate the existence of an ultrafast ET process
in this system. Here, three (not one) acceptor states play key
roles in the ET process. The ET dynamics without nuclear
motion exhibits significant electronic coherence effects. The
inclusion of the nuclear degrees of freedom results in the
strong quenching of coherence effects. The low-frequency
vibrational modes that are corresponding to intermolecular
ones have very little contribution to the ET dynamics.

The current calculations show that the ML-MCTDH
method up to the infinity number of layers is a very
powerful tool, which can deal with the quantum dynamics
involving the huge number of degrees of freedom. Thus,
the ML-MCTDH method is very suitable to study the
nonadiabatic processes in complex systems. Although there
is no direct experimental observation on the current An-C60
system, many experimental works confirmed the existence
of the ultrafast excitation energy transfer and ET dynamics

(<100 fs) in other OPV systems.2,5–17 Thus, it should be very
interesting to use ML-MCTDH to study these ultrafast dy-
namics in these realistic organic photovoltaic (OPV) systems.

As our first efforts to understand the ET process in OSCs,
the current model is still rather approximated. For example,
our diabatic Hamiltonian model is based on a preliminary
approximation within the single-electron picture and does not
explicitly treat the excited electronic states. It is challenging
to improve the way to construct the diabatic Hamiltonian by
more accurate models. In last few years, several theoretical
approaches were proposed to build such diabatic Hamilto-
nian, such as variants of the generalized Mulliken-Hush and
coulomb coupling schemes by Hsu,89–92 Köhn,93 and their co-
workers, localized diabatization algorithms by Subotnik and
co-workers,94,95 multistate density functional theory by Gao
and co-workers.27 With the development of these schemes, it
should be possible to run ML-MCTDH based on the more
accurate diabatic model with several electronic states and
many vibrational degrees of freedom. In addition, the current
work only takes two stacked molecules to build a simplified
model. In reality, different stacked statuses of BHJ may
appear in OSCs, it should also be interesting to consider this
effect in the simulation of real systems. All of above topics
will be the subjects of our future work.
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APPENDIX: COMPUTATIONAL DETAILS
AND COHERENT TRANSFER DYNAMICS
1. Parameters

The parameters (zeroth-order terms without vibronic
coupling) in the diabatic Hamiltonian and the corresponding
Rabi frequencies are given in Tables I and II.

TABLE I. The energies of the diabatic and adiabatic states.

States 1 2 3 4

Vii,adia (eV) −2.949 −2.905 −2.875 −2.745
Vii,dia (eV) −2.762 −2.922 −2.889 −2.864

TABLE II. The donor-acceptor coupling elements and the Rabi frequencies.

A1 A2 A3

Vda (eV) 0.050 0.038 −0.018
ω (eV) 0.190 0.148 0.096
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FIG. 7. The populations of the donor state in the 2S model (D and
A1) without any vibrational modes (A) and with the vibrational modes
within different frequency ranges centered at Rabi frequency (0.190 eV):
B. 1508.29–1556.69 cm−1 (0.190 ± 0.003 eV), C. 1500.23–1564.75 cm−1

(0.190 ± 0.004 eV), D. 1451.83–1613.15 cm−1 (0.190 ± 0.01 eV), E.
1129.20–1935.78 cm−1 (0.190 ± 0.05 eV), F. 1129.20–1935.78 cm−1

(0.190 ± 0.05 eV, ∆xi > 0.2).

such mode immediately changes the ET dynamics completely
(Fig. 7). The significant ET takes place and the population
of the donor state drops below 0.1 within 40-50 fs, while
the strong recurrence and large-amplitude oscillation patterns
appear afterwards. When the frequency domain becomes
larger (Case D: 0.190 ± 0.01 eV, 1451.83–1613.15 cm−1),
the ET dynamics does not significantly change from Case
C to D, possible because only one additional mode ν230
(1579.47 cm−1, ∆xi = 0.31) with large ∆xi is included.
When the domain with very broad frequency range (Case E:
0.190 ± 0.05 eV, 1129.20–1935.78 cm−1) is considered, the
initial fast drop of donor-state population is observed, while
the recurrence is largely suppressed. This highly implies that
the inclusion of more vibrational modes induces the effective
damping effects and suppresses the recurrence significantly.
Similar dynamics behaviors are obtained when we only take
all modes with ∆xi > 0.2 within the same frequency domain
of Case E; see the result of Case F.

Overall, two important criteria should be taken into
account to determine which mode plays dominant role in
the ultrafast ET dynamics, namely, the modes with the large
vibronic couplings and the frequency close to the Rabi
frequency. If a mode satisfies both criteria, it becomes very
important for the ultrafast ET dynamics.

When the propagation time duration increases up to 1 ps,
the diabatic population keeps the asymptotic equilibrium
value and no recurrence occurs (shown in the supplementary
material).81 According to previous studies,20 it is possible
to define the Poincaré recurrence period τp = 2π/∆ω based
on the frequency interval ∆ω between two adjacent modes.
As shown in the supplementary material,81 the frequency
difference between two adjacent modes may be smaller than
10 cm−1 (shown in the supplementary material81). Thus, the

FIG. 8. The populations of the donor and acceptor states in the reduced
models with two states and all vibrational modes.

Poincaré recurrence period τp is longer than 3 ps, which is
far beyond the time scale of the current ET dynamics. This is
consistent to the fact that no recurrence occurs within the 1 ps
time duration (see the supplementary material).81

Quantum dynamic calculations of three 2S models (only
including the donor state and different acceptor states, all
246 modes) were performed using ML-MCTDH (shown in
Fig. 8). The simulation predicts an ultrafast injection of the
electron from the donor state localized at the anthracene into
one of the three acceptor states (A1, A2, and A3) localized
at the C60 on a time scale of about 20, 28, and 120 fs,
respectively. Thus, in principle, all three acceptor states
should be taken into account for the completed description
of the ET process in OSC systems.

Furthermore, the full dimensional quantum dynamic
simulation was performed using ML-MCTDH, based on the
4S model (including the donor state and the three acceptor

FIG. 9. The populations of the donor state and the three acceptor states in
the 4S model with all vibrational modes (a), with modes whose frequency
ωi > 100 cm−1 (b), and with modes whose frequency ωi < 3000 cm−1 (c).
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FIG. 10. The populations of the donor state in the 2S model (D-A1) with dif-
ferent convergences. For the four ML-MCTDH calculations, the smallest NPs
of the two logical coordinates at the top layer are (A. 5.9×10−3/5.1×10−3),
(B. 1.8×10−4/1.0×10−4), (C. 5.3×10−5/2.0×10−5), and (D. 9×10−6/4
×10−6), respectively.

TABLE III. Total CPU times (tML) of ML-MCTDH calculations (Fig. 10)
with different convergences (characterized by the smallest NPs of the two
logical coordinates at the top layer).

NPs tML (h:m)

5.9×10−3/5.1×10−3 8:49
1.8×10−4/1.0×10−4 42:54
5.3×10−5/2.0×10−5 78:59
9×10−6/4×10−6 379:58

TABLE IV. Total CPU times of MCTDH and ML-MCTDH calculations
including different modes with convergences at 10−5 level corresponding
to Fig. 7. Nmodes denotes the number of modes involved in calculations,
and tMCTDH and tML denote the CPU times of MCTDH and ML-MCTDH
calculations, respectively.

Nmodes tMCTDH (h:m:s) tML (h:m:s)

2 0:0:5 0:0:6
11 155:46:52 0:27:26
44 . . . 8:29:57
246 . . . 78:59

FIG. 11. Time-evolving electronic coherence and the population transfer in
the 2S model (D-A1) with all vibrational modes.

FIG. 12. Time-evolving electronic coherence in the 4S model with all vibra-
tional modes.

2. Convergence check

The convergences of ML-MCTDH calculations were
checked and the results are shown in Fig. 10. The eigenvalues
of the density matrices (defined in Eq. (2.18)) at each layer,
namely, the natural populations (NPs), provide one of indica-
tions for the convergence of a ML-MCTDH calculation.67

3. Propagation time

The total CPU times of the calculations by using
MCTDH and ML-MCTDH methods with different conver-
gences are listed in Tables III and IV. All the listed
calculations in these two tables are run on the machine with
the single CPU [Intel(R) Xeon(R) Processor (E3-1220 V2
and 3.10 GHz)].

4. Coherent transfer dynamics

When all vibrational modes are included in the 2S model
(D-A1), the donor-state population decays almost monotoni-
cally. However, some plateaus still seem to exist in the decay of
the donor-state population (Fig. 11), which indicates the very
weak recurrence in the ET dynamics. To further analyze this
question, the time-dependent electronic coherence is measured
by the off-diagonal elements ρ̄A,D (t) of the reduced electronic
density matrix,

ρ̄A,D (t) = Tr {|ψD⟩ ⟨ψA| ρ̂ (t)} =


ρA,D (Q, t) dQ, (A1)

where the density operator is given by ( ρ̂ (t) = |Ψ (t)⟩ ⟨Ψ (t)|)
and the trace (Tr) is over all vibrational degrees of freedom.20,21

As shown in Fig. 11, both the real part and imaginary part of
ρ̄A,D (t) display the obvious oscillation patterns in the early
state of the ET dynamics, whose periods are consistent with
the appearance of the plateaus in the donor-state population
decay. This indicates that the weak recurrence feature is in
accordance with the D/A1 electronic coherence. The electronic
coherence vanishes very fast (∼80 fs) when the donor-state
population reaches a stable value. After it, the imaginary term
of ρ̄A,D (t) decays completely to zero, while the real part of
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ρ̄A,D (t) becomes a small constant value. Similar findings are
also observed in the 4S model with all vibrational modes
(Fig. 12). In fact, the existence of the significant electronic
coherence in the early stage of the ET dynamics was noticed
by previous work.20,21
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