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ABSTRACT: The photochemistry of aldehydes in the gas
phase has been the topic of extensive studies over the years.
However, for all but the smallest aldehydes the dynamics of the
processes is largely unknown, and key issues of the mecha-
nisms are open. In this article, the photochemistry of pentanal
is studied by dynamics simulation using a semiempirical MRCI
code for the singlet and triplet potential energy surfaces in-
volved. The simulations explore the processes on the triplet
state following intersystem crossing from the initially excited singlet. Test simulations show that the photochemistry takes place
on the adiabatic triplet surface only and that no nonadiabatic transitions occur to the other triplets. The main findings include the
following: (1) Norrish type I and type II reactions and H detachment have been observed. (2) The time scales of Norrish type I
and Norrish type II reactions are determined: Norrish type I reaction tends to occur in the time scale below 10 ps, whereas the
Norrish type II reaction is mostly pronounced after 20 ps. The factors affecting the time scales are analyzed. (3) The relative yield
for Norrish type I and type II reactions is 34% and 66%, which is close to the experimental observed ones. Bond orders and
Mulliken partial charges are computed along the trajectories and provide mechanistic insights. The results throw light on the
time scales and mechanisms and competition between different channels in aldehyde photochemistry. It is suggested that direct
dynamics simulations using semiempirical potentials can be a very useful tool for exploring the photochemistry of large
aldehydes, ketones, and related species.

1. INTRODUCTION

Aldehydes are ubiquitous in the atmosphere. One major source
of aldehydes in the atmosphere results from biogenic emission,
such as emission from biomass, living organisms, vegetation,
etc. Other important sources are anthropogenic such as the in-
complete combustion of petroleum fuels in the industry.
Smaller alkyl aldehydes are also created in the atmosphere itself
by photooxidation of hydrocarbons, ether, alcohols, and other
organic compounds.
Aldehydes play a central role in the formation of photo-

chemical smog,1 peroxyacetyl nitrate (PAN), and ground state
ozone. Removal of aldehydes from the atmosphere proceeds by
reaction with OH radicals and unimolecular photodissocia-
tion. As a result, they constitute a source of free radicals in the
lower atmosphere, which influences the atmospheric oxidation
capacity.2−4 It is therefore of major interest to understand the
mechanistic picture of their photodissociation and especially
their contribution to radical formation.
Aliphatic aldehydes exhibit a weak absorption band in the

wavelength range 240−360 nm as a result of a dipole forbidden
n → π* transition.5,6 Photolysis of aldehydes can possibly occur
through the following pathways:

ν+ → +hRCHO RH CO (1)

→ +R HCO (2)

→ ′ +R CH CHO3 (3)

→ +RCO H (4)

Process 1 is the molecular fragmentation channel. Process 2
represents the fragmentation into free radicals (Norrish type I
reaction). In principle, the hydrogen of the HCO radical can
further be transferred to the other fragment in a second step,
yielding CO and an alkane as a product. Process 3 is called
Norrish type II reaction. Process 4 is an H abstraction process
and has been found to be minor in small aldehydes.7 In the
microscopic picture, the photoexcitation promotes the system
to the first singlet state (S1) of nπ* character. Then, the S1
state can either switch to the ground S0 state via internal con-
version or reach the triplet state via intersystem crossing. There
is evidence that process (2) can occur either on the ground
state or on the triplet state.8
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Theoretical studies of the photochemistry of small aldehydes,
particularly on their photodissociation via singlet and triplet
states, cover both electronic−structure calculations and non-
adiabatic-dynamics simulations.9,10 Even small aldehydes can
exhibit complex mechanisms, for example, roaming of a hydro-
gen around the rest of the system in formaldehyde11 and H/D
scrambling for acetaldehyde.12,13

Because of higher computational cost, theoretical studies
on photodissociation of larger aldehydes mostly focus on
important structures (minima, transition states, and conical
intersections) and on possible reactions pathways.14−16 So far,
most studies of aldehydes larger than four carbon atoms have
been of experimental nature. A systematic theoretical study
using a dynamical approach to the photodissociation of medium-
sized and large aldehydes is therefore of major interest for
understanding the detailed mechanism of the process.
Systematic experimental work has been performed to study

the influence of the chain length on the photolysis of aldehydes
(from small aldehydes up to octanal).7−9,11−32 It is generally
accepted that small aldehydes up to the size five carbon atoms
prefer to dissociate exclusively according to Norrish type I
reaction, but for larger ones, Norrish type II reactions play the
main role. This has been already stated in the book of Calvert
and Pitts5 and has been confirmed by extensive experiments in
this area, see, for example, refs 7−9, 11−13, and 15−32. The
abbreviation of Cn will denote an aldehyde of the chain length
n. The review article by Zhu et al.29 summarizes the HCO yield
of aldehydes in the size between C3 and C7. For C3, the peak
quantum yield for HCO formation is almost 1. This drops
rapidly for C4 (0.8) and becomes almost constant for C5 to C7
(between 0.2 and 0.15). This is explained by the opening of
Norrish type II reaction at the size of four carbon atoms. The
drop in quantum yield for aldehydes with at least five atoms is
explained by the existence of secondary γ-hydrogen atoms,
which are much more reactive than primary γ-hydrogen atoms
in aldehydes of four carbon atoms. It can be seen from this
review that, for aldehydes larger than four atoms, Norrish I and
Norrish II are competitive and that the yield for Norrish I
rapidly drops for systems of five or more carbon atoms.
All previous research suggests that pentanal is a very impor-

tant case since it seems to be the turnover point between
Norrish type I and Norrish type II reactions. The conclusions
of the experimental studies on pentanal depends on the isomer
of pentanal studied: A first study investigated the photo-
dissociation of i-pentanal and t-pentanal by dye laser photolysis
in combination with cavity-ring down spectroscopy. Here, the
Norrish type I reaction is favored with a relative HCO yield of
92% for t-pentanal and 40% for i-pentanal,27 with respect to
Norrish type II reaction. The relative yield of HCO is lower for
i-pentanal because of the presence of the Norrish type II
channel. The author states that for t-pentanal the Norrish type
II reaction is not possible, due to the structure of this isomer.
Another experimental study using dye-laser photolysis of
n-pentanal showed a different result, that Norrish type II
reaction is the major dissociation channel (relative yield of
80%).25 The third study investigated the photolysis of
n-pentanal by fluorescent UV lamps in air at 298 K.28 At
700 Torr, the Norrish type II reaction is preferred by a relative
yield of 80%. From these studies, it can be seen that different
isomers of pentanal and different experimental conditions result
in different quantum yields between Norrish I and Norrish II
reaction products. Thus, to address the detailed reaction mech-
anism, it is important to investigate the ratio between both

types of reactions theoretically using a molecular dynamics
approach.
In this article, the excited-state dynamics of n-pentanal is

investigated. The objectives of this study are as follows.
First, this study aims to understand the photochemistry of

pentanal from first-principles using a reliable potential energy
surface. In particular, the investigation of the mechanisms of the
different reaction pathways involved is pursued. The relative
role of Norrish type I and type II and non-Norrish reactions
will be determined. Especially the study aims at checking
whether for this system the threshold for contributions from
Norrish II mechanism is realized. On the basis of this frame-
work, the conditions that lead to Norrish II mechanism are
proposed.
Second, the study aims at examining whether different triplet

states play a role in the excited-state dynamics or if the photo-
chemistry takes place on a single triplet surface. It should be
noted that in principle there is a competition between the
Norrish reactions on the singlet state and on the triplet states,
as also stated in refs 14 and 26, for example. However, this
study focuses on the mechanisms and time scales of the
possible photochemical reactions on the triplet state surface.
In addition to establishing the photochemistry of pentanal

and its underlining reaction mechanisms, this article also has a
third, methodological, objective. A dynamical approach here as
a computational tool for describing photochemistry of even
larger aldehyde systems, possible also in the presence of a
solvent environment, is suggested. In brief, an important ob-
jective here is to introduce an approach for photochemical
simulations of large aldehydes.
The structure of the article is as follows: section II gives a

more detailed description of the methodology used. Results are
given in section III. Finally, conclusions are derived and
presented in section IV.

2. METHODOLOGY
The current work focuses on the possible ultrafast excited-state
dynamics of pentanal after photoexcitation. Several critical
geometries, such as the ground-state, singlet, and triplet excited-
state minima, were optimized. The excited-state potential-
energy surfaces were discussed. Afterward, the on-the-fly
adiabatic and nonadiabatic molecular dynamics were performed
to understand molecular motion of pentanal on its low-lying
singlet and triplet excited states. For nonadiabatic dynamics, the
trajectory surface-hopping approach with Tully’s fewest-
switches algorithm was used. Through all calculations, the
semiempirical OM2/MRCI method was applied in electronic-
structure calculations. Some high-level methods, such as ADC(2),
were taken for validation purposes. Next we try to address each
step one by one.

2.1. Spectroscopic Validation of OM2, OM2/MRCI, and
ADC(2). In the direct dynamics approach, the potential energy
surface evaluation is the major time-consuming step. Preferably
high level ab initio potentials should be chosen for this purpose,
while for large systems this is not always feasible to do. Feasible
simulation times can be obtained by using force fields. How-
ever, a major drawback of ordinary force fields is the inability to
treat bond cleavage and creation due to the modeling of chem-
ical bonds. The alternative approach is to employ semiempirical
methods in which parameters are introduced for certain
electronic integrals.
Our group has in the past successfully applied the PM3

semiempirical methods for various dynamical simulations, such
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as photoionization dynamics of biological molecules,33−36

overtone excitation in atmospherically relevant systems37,38

and vibrational excitations in small peptides.39,40 Very recently,
semiempirical methods have been transferred to a GPU based
computing platform.41 The overall time usage is accelerated
by 1 order of magnitude. This opens the possibility for treating
much larger systems, in particular reactive ones, using
semiempirical methods.
One successor to PM3 is OM2, namely, Orthogonalization

corrected semiempirical Method 2. OM2 provides orthogon-
alization corrections for improving well-known semiempirical
methods such as PM3. The advantage of OM2 over other
semiempirical methods is that the excited states can then be
treated by their equivalent excited state method, OM2/MRCI.
This enables the treatment of possible excited-state dynamics,
including transitions between different states.
The OMx potentials have been recently tested for thermo-

chemistry, kinetics, and noncovalent interactions.42 The main
conclusion reached from this benchmark study for the ground-
state potential is that these methods are almost as accurate and
robust as DFT-GGA methods for organic molecules. Many
previous studies have also proven that the OM2/MRCI method
provide a reasonable description of excited-state processes of
polyatomic organic molecules, for instance, nucleobases,43−49

butadiene,50 retinal model systems,51 and the rhodopsin
chromophore.52 The recent benchmark studies have also
shown the good performance of the OM2/MRCI, see refs 49
and 53−56 for details. The orthogonalization-corrected OM2
Hamiltonian57 and the GUGA-CI approach58 were employed
to calculate the required energies, gradients, and nonadiabatic
coupling vectors of electronic states. The restricted-open
Hartree−Fock formalism was employed in the self-consistent-
field calculations since this approach gives a better description
of molecular singlet and triplet excited states. In GUGA-MRCI
calculations, three reference configurations were used (closed
shell and single and double HOMO−LUMO excitations). The
active space was chosen to include the highest 5 occupied
orbitals and the lowest 5 unoccupied orbitals for the pentanal
molecule. The active space for pentanal was chosen based on
comparison to the orbital excitations in ADC(2) calculations.
Semiempirical methods are capable of a qualitatively good

description of the system with enormous time savings in the
simulation process. Quantitatively, the semiempirical potentials
are less accurate. It is therefore advisable to validate each
system against higher level ab initio methods. This has also
been done in this study. In particular, MP2 is used for com-
parison for ground state geometries and energies, ADC(2) for
excited state structures and various excited state energies. It has
been shown that OM2/MRCI and ADC(2) give comparable
results. For more details, the reader is referred to the results
section.
The structure of pentanal was optimized in the singlet

ground state with MP2 in conjunction with the resolution-of-
the-identity (RI) approximation59 for the evaluation of the
electron-repulsion integrals implemented in Turbomole.60

Excitation energies were calculated by the ADC(2) method61

implemented in Turbomole. The cc-pVDZ basis set has been
employed.62 ADC(2) has been successfully applied to various
systems for predicting reaction profiles in organic systems.63−66

The accuracy in some cases is extremely precise.67 Recent
developments of ADC(2) has been done, for example, in the
group of Dreuw: implementation of unrestricted ADC(2),68 its

application to several systems,69,70 and the implementation of
the calculation of nonlinear response properties.71

It is believed that the OM2 and OM2/MRCI potential can
model qualitatively correctly the photoinduced dynamics of
pentanal. Although this system can be still treated by higher
level ab intio potentials, the goal is to extend this study in the
future for clusters of aldehydes and solvated aldehydes. Those
systems are considered too large for the treatment with high
level ab initio potentials. Indeed, preliminary results on
pentanal clusters show that the OM2 based potentials are
very promising.

2.2. Simulation of Photoinduced Processes in
Pentanal. Excited state dynamics calculations were performed
with the semiempirical MNDO program.72,73

Figure 1 shows a schematic picture of the simulation
approach. The sequence of the involved steps is denoted by
numbers.

The sequence of the steps of the simulation is described
here. Below, more information is given for each individual step.
First, the sampling to determine the initial conditions for
the dynamics simulation is performed. These are the
configurations on S0 from which vertical excitation to S1 in
the spirit of the Franck−Condon excitation takes place. The
second step then involves dynamics on the singlet S1 excited
state. In the third step, geometries with small singlet−triplet
gaps are chosen and are used as initial conditions for the
dynamics on triplet states.
In this study, the same methodology for the photoexcitation

dynamics as used previously in peroxide on the ice system is
applied,55 with additional simulations running on the triplet
surface.

2.2.1. Ground State MD Simulation and Initial Sampling.
The initial configurations were sampled by applying the
selection criteria described below (see ref 74 for more details)
to a large number of geometries obtained from a preliminary
ground-state Born−Oppenheimer molecular dynamics simu-
lation. Two criteria were used for selecting the initial structures
for nonadiabatic dynamics simulations. First, the vertical
excitation energy of pentanal must be in a range of ±0.6 eV
from the vertical excitation energy at the reference geometry
(S0 minimum of pentanal). In principle, excitation to all states
is possible, but the energy window limits the excitation in this
case to the first excited state only. Second, geometries are

Figure 1. Schematic picture of the simulation approach. Numbers
denote the sequence of the steps involved. (1) MD simulation on the
ground state. (2) Vertical excitation of selected geometries and
dynamics on the singlet excited state. (3) Assumption of intersystem
crossing at the smallest singlet−triplet gap. (4) Dynamics on the triplet
ground state (with and without nonadiabatic transitions).
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selected by considering their transition probability. The relative
transition probability is calculated by (see ref 75)

μ
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where f is the oscillator strength, ΔE is the energy gap between
the states, and μ is the transition dipole moment. For each
state, a random number 0 < n < 1 is generated, and if n < P,
then the structure is accepted. By this procedure, 70 initial
structures were selected and vertically put on the first singlet
excited-state, S1, for starting of the photoexcited dynamics
simulations.
2.2.2. Dynamics on the Singlet Excited States. From the

first singlet excited-state, S1, nonadiabatic surface hopping
dynamics were performed. The adiabatic dynamics only
considered the dynamics in the lowest singlet excited state.
For nonadiabatic surface hopping dynamics, the ground state
and two excited states were included. The adiabatic representa-
tion was used in all the calculations. Nuclear degrees of freedom
were propagated along classical trajectories with a time step of
0.1 fs using the velocity-Verlet algorithm.
The time evolution of quantum amplitudes for electronic

motions was calculated using a unitary propagator and a time
step 200 times smaller. The hopping probability was computed
by the Tully’s fewest switches algorithm.76 A set of 27 trajec-
tories were propagated for 450 fs using nonadiabatic surface
hopping dynamics. No interesting events (such as S1−S0
transitions or bond dissociation) happened in these trajectories.
All trajectories display similar features, and they are trapped
near S1 minimum. Furthermore, a test nonadiabatic surface
hopping trajectory for about 17 ps was run to check whether
reactions occur on a longer time scale, and no reactions were
found. Thus, within the simulation time, no ultrafast S1−S0
decay and bond dissociation are observed. Since the system can
stay in S1 state quite long, this may allow the opening of the
intersystem crossing channel from the singlet to triplet states.
This is consistent with the experimental observations that con-
firmed the essential role of triplet state in the photodissociation
dynamics of aldehydes.8

2.2.3. Intersystem Crossing Assumption. Nonadiabatic
transitions can take place between the electronic states with
different multiplicities, and such intersystem crossing process
is induced by spin−orbital couplings. In some cases, ultrafast
spin-flip has been observed experimentally and theoret-
ically.77,78 Very recently, ultrafast spin flip has been observed
theoretically using on-the-fly simulations for the Cl + O3 →
ClO + O2 reaction.79 The theoretical treatments of ultrafast
intersystem crossing have also aroused research interests. In
principle, it is possible to treat the ISC event rigorously, as has
been done by Krylov,80 Marian,81,82 and Gonzalez.83,84 For
instance, the new program SHARC includes a reformulation of
surface hopping dynamics that allows to treat interactions such
as spin−orbit coupling or transitions induced by laser fields.83

Most of the above-mentioned methodology employs Tully’s
nonadiabatic surface hopping dynamics76 in conjunction with
different potential energy surfaces. Tully’s nonadiabatic surface
hopping dynamics has been evolved to the state of the art
method for treating nonadiabatic transitions for polyatomic
systems.
For many organic compounds, the spin-flip dynamics is in

general not ultrafast (time scale of ISC is in the order of 10−8 s)

due to the weak spin−orbit couplings.5 Previous work suggested
that the triplet states should be responsible for photochemistry
of aldehydes.8 Thus, it should be reasonable to assume that
pentanal also exhibits intersystem crossing. However, such slow
process cannot be simulated directly by dynamical approach due
to high computational costs of on-the-fly electronic−structure
calculations and possible deficiency of surface-hopping method.
It is beyond the scope of this article to simulate the intersystem
crossing event itself. Since one of the main focuses of this study
is the ultrafast dynamics on the triplet states, it is only necessary
to address the suitable initial conditions for such dynamics. For
this purpose, a simplified model for intersystem crossing was
used, which assumed that the intersystem crossings happen only
at those geometries with small singlet−triplet energy gaps. These
geometries should give the reasonable starting conditions for the
following dynamics on triplet states. Although not rigorous, such
approach should be accepted since the main purpose is to
understand the dynamics on triplet states instead of the
intersystem crossing event. In practice, the singlet−triplet energy
difference along several trajectories propagating on the S1 state is
calculated. From each trajectory, two geometries having the
lowest singlet−triplet energy difference (ranging from 0.23 to
0.29 eV) are chosen. It is assumed that the intersystem crossing
happens at these geometries. Then, these geometries were used
as the initial conditions for the dynamics on the triplet state. A
similar approach has also been widely used to investigate the
dynamics starting from conical intersection or the top of reaction
barrier on the excited states.85,86

2.2.4. Triplet State Dynamics. We then started to run from
these geometries trajectories on the triplet state, both adiabatic
dynamics and dynamics allowing nonadiabatic transitions. To
examine the dependence of reaction dynamics on initial kinetic
energy, two different situations were considered. Since the
intersystem-crossing should take place around the order of
10−8 s that is slower than vibrational relaxation, the thermal
equilibrium is achieved after the system jumps to the triplet
state. Thus, it should be reasonable to generate the initial
velocity of each atom by Monto Carlo sampling of kinetic
energy that can be converted to equivalent temperature
(200 and 300 K). Adiabatic dynamics on the lowest triplet
state and nonadiabatic dynamics involving three lowest triplet
states both last 10 ps. For each set, 54 trajectories were employed.
Additionally, long time scale simulations have been

performed using the same initial structures with different
random velocities (equivalent to a temperature of 300 K) for a
set of 108 trajectories for a time scale of 100 ps. The difference
in the samples is referred by using the terms short time scale
simulations (up to 10 ps) and long time scale simulations (up
to 100 ps).
Final results were obtained by averaging over 54 (108 for the

long time scale simulation) trajectories for the pentanal
molecule.
The cleavage distance for the C−Cα bond breaking was

defined as 2.5 Å. At this distance, the chemical interaction
between the fragments is negligible. The percentage of dissocia-
tion events at a specific time was defined as the number of
trajectories that dissociates at this time divided by the total
number of trajectories that show dissociation. Additional insight
into several reactions is gained by calculating the bond order87

and the Mulliken charges along the trajectories using the
MNDO program. A similar approach has been recently used by
Hirshberg et al. in analyzing the decomposition mechanisms
and dynamics of N6.

88
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Finally, additional insight about the energetics has been
gained by calculating minimum energy paths between initial
and final geometries. In all the minimum energy paths shown
here, one coordinate was kept frozen, and all the other
coordinates were allowed to vary freely.

3. RESULTS AND DISCUSSION
3.1. Structure and Vertical Excitation Energy. Pentanal

has been optimized with RI-MP2. The structure is shown in
Figure 2.

Optimization with OM2/MRCI leads to a similar structure.
To our knowledge, there exists no study on possible con-
formers of pentanal. It is assumed that this structure pres-
ents the global minimum. All bent structures would result
in more steric repulsion and would therefore heighten the
energy.
Table 1 summarizes the vertical excitation energy as

calculated by ADC(2). For comparison, Table 2 shows the

vertical excitation energy as calculated by OM2/MRCI. The
first excitation with both methods corresponds to an nπ*
transition. The same orbitals are involved in both methods and
are shown in Figure 3.
Experimentally, the peak of transition observed lies at

4.20 eV and corresponds to an nπ* transition.28 The first
vertical excitation energy predicted by the ADC(2) is in
excellent agreement with the experimental value. OM2/MRCI
predicts a slightly smaller value than the experimental value but
is still in quite good agreement. The next singlet excited state
lies at least 2.5 eV higher above the first excited state and seems
therefore not to be important in the photoexcitation dynamics.
Overall, it is concluded that OM2/MRCI seems to describe

qualitatively and quantitatively the first excited state correctly
and is therefore a reliable potential for usage in the photo-
excitation dynamics.
As will be seen below, the reactions are taking place on

the triplet surface. Therefore, also the triplet excitation
energies calculated by ADC(2) and OM2/MRCI are com-
pared. Table 3 summarizes the triplet excitation energy.

Note, that the triplet excitation energies are calculated at the
T1 optimized geometry.
As expected, the triplet excitation energy lies in both cases

below the energy of the first singlet state. The energy difference
between the first singlet state and the triplet state is about
0.5 eV. The OM2/MRCI triplet excitation energy is calculated
about 0.5 eV below the ADC(2) energy. The same tendency
has been seen for the first singlet excited state. The second
triplet state lies between 1.5−2 eV higher than the first triplet
state. It is assumed therefore that the higher triplet states do not
play a role in the excitation dynamics. Overall, the OM2/MRCI
energies are in qualitatively and quantitatively good agreement
with the ADC(2) energies and the experiment. It is therefore
expected that this holds also for the photoexcitation dynamics.

3.2. Overview of Possible Reactions. Figure 4 summarizes
the reactions that are possible in this system, in particular those
that are seen in these simulations.
Three different types of reaction are observed: (1) the first

step in the Norrish type I reaction, namely, the cleavage of the
C−Cα bond, is seen. (2) The first step of the Norrish type II
reaction, a major reaction path in these simulations, is observed.
(3) As a minor path, the H detachment is observed. In the
following, the study focuses on each reaction pathway and
provides mechanistic insight and time scales for these reactions.

3.3. Excited-State Dynamics. Test simulations were
carried out to examine whether processes occur on a short
time scale following excitation to S1. All the trajectories were
run for 450 fs. There were no reactions taking place in the
trajectories. All the trajectories stayed on the first singlet excited
state; transition to another excited state or to the ground state
did not occur. Additionally, a test run for about 17 ps to check
for long time events was done. No reactions were found. Other,
less systematic searches of the S1 potential surface, also do not
suggest pathways for low energy reactions. It is therefore
assumed that intersystem crossing occurs from the singlet to
the triplet state and that the reactions are taking place on the
triplet surface. This is also assumed in other relevant work on

Figure 2. Optimized geometry of pentanal.

Table 1. ADC(2) Singlet Excitation Energy of Pentanal

state
energy
(in eV)

oscillator
strength description

1 4.11 0.00003 HOMO → LUMO nπ*
2 8.14 0.106 HOMO → LUMO + 2

HOMO → LUMO + 3
3 8.44 0.005 HOMO → LUMO + 1

Table 2. OM2/MRCI Singlet Excitation Energy of Pentanal

state
energy
(in eV)

oscillator
strength description

1 3.76 0.002 HOMO → LUMO nπ*, same orbitals as in
the ADC(2) excitation

2 6.14 0.231 HOMO → LUMO + 1
3 8.09 0.068 HOMO − 1→ LUMO ππ*

HOMO − 4→ LUMO

Figure 3. Orbitals from ADC(2) involved in the transition to the first
singlet excited state.

Table 3. Triplet Excitation Energy of Pentanal Relative to
the Optimized S0 State

state ADC(2) energy (in eV) OM2/MRCI energy (in eV)

T1 3.75 3.16
T2 5.44 5.14
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photoexcitation dynamics of aldehydes, see, for example, ref 15.
It should be emphasized that in principle reactions can take
place also on the excited singlet state surface, as discussed in
refs 14 and 26 and that the reaction channels on S1 is, in
principle, competitive with those on the triplet state. However,
there are barriers along both pathways on S1 state, see ref 26.
The heights of the barriers for Norrish I and II on the S1 state
are quite high. It is therefore assumed that no direct dissocia-
tion pathway exists on S1 state except via quantum tunnelling
that takes place also at long time. At the same time, ISC may
take place near the Franck−Condon region. Thus, the slow
decay via quantum tunneling and ISC are competitive to each
other. Therefore, it is possible that both reactions may take
place, while the rate of them should also be very slow. The
relative role of the T1 and S1 mechanisms probably depends on
the relative time scales of tunneling versus ISC. However, from
these simulations, we see that there are no reactions on S1 in
the short time scale. This might be due to higher barrier, a longer
distance from the Franck−Condon region to the transition states
or other unknown effects. In this study, we therefore focus only
on the triplet dynamics after ISC has occurred and discuss the
mechanisms and the time scales of these reactions on the triplet
surface. It is beyond the scope of this article to discuss the
competition of the Norrish type I/II reactions channels on
T1 vs S1.
3.3.1. Short Time Scale Statistics. The adiabatic dynamics

on the lowest T state at 200 K (300 K) show that no reaction
occurs in 91% (89%) of the trajectories. The remaining 10%
show either C−Cα cleavage or other reactions, which will be
analyzed in more detail in the next sections. Table 4 sum-
marizes the statistics of different observed pathways at 200 and
300 K.

Obviously, only a minor fraction of the pathways are reactive.
This suggests that the typical time scale for the reactions is
much longer than the simulation time of 10 ps employed in this
study. This limited number of reactive events can therefore
not be used to predict the overall statistics of the reactions.
However, for understanding the mechanistic picture of the
reactions, even a few reactive events are enough. The detailed
dynamics of these events is therefore analyzed.

3.3.2. Long Time Scale Statistics. The long time scale
statistics differ much from the short time scale statistics. Table 5
summarizes the percentage of observed reactions.

It can be clearly seen, that the percentage of the C−Cγ

cleavage and the γ-H transfer rises. More importantly, the γ-H

Figure 4. Schematic overview over possible reactions of pentanal.

Table 4. Percentage of Observed Reactions at T = 200 and
300 K for the Time Scale of 10 ps

percentage of observed reactions at
temperature

pathway 200 K 300 K

C−Cα cleavage 7% 9%
γ-H transfer 2% 0%
H detachment 0% 2%

Table 5. Percentage of observed reactions at T = 300 K for
the time scale of 100 ps

percentage of observed reactions

pathway 300 K

C−Cα cleavage 14%
γ-H transfer 27%
H detachment 1%
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transfer channel clearly opens up in the longer time scale and is
even the dominant process now. The relative yield of the
Norrish type I reaction (C−Cγ cleavage) is now 34% compared
to the Norrish type II reaction (γ-H transfer) of 66%. The
relative yield for Norrish type II of 66% obtained by the long
time scale simulations now approaches the experimental
relative yield of 80%.25,28 More details on the time scales of
the Norrish type I and II processes in the range up to 100 ps
are given in section 3.8 after a detailed discussion on the
mechanisms of these reactions.
3.4. Nonadiabatic Transitions between Triplet States.

The photodynamics of pentanal is known to take place on the
triplet state surface. However, it has not been investigated so
far, whether one triplet or several triplet states are involved in
the photoinduced dynamics. In this study, this question is
explicitly tested using nonadiabatic surface hopping dynamics
between different triplet states. No transitions in all test runs
that were performed have been observed. It is therefore
concluded that the photoinduced dynamics of pentanal takes
place only on the ground triplet state.
3.5. Norrish Type I Reaction. 3.5.1. C−Cα Bond Breaking:

First Step in Norrish I. One major reaction possible in pentanal
is the Norrish type I reaction; see discussion in the introduc-
tion. The first step of Norrish type I is the C−Cα breakage. The
adiabatic energy along the C−Cα elongation with ADC(2) and
OM2/MRCI has been calculated. The potential energy profiles
are plotted in Figure 5. Note that the vertical excitation energy
of the triplet state in this figure refers to the energy of the
triplet state at the geometries of the optimized singlet state.
Therefore, this energy differs from the energy given in Table 3,
where the triplet state itself was optimized.
For both methods, the C−Cα breakage on the ground state

involves a barrier of at least 3 eV. The S1 state is shifted
by about 4 eV from the ground state and shows the same
tendency: about 3 eV must be invested for breaking this bond

on the first singlet excited state. Both methods predict the first
triplet state below the first singlet state, and with ADC(2),
these states are even almost degenerate. The closeness of these
states points to a high coupling between these states, which can
lead to intersystem crossing from S1 to T1. Both methods
predict another important state along the elongation of the
C−Cα bond. There is clearly a crossing between curves in Figure 5
(T2 state crosses S1 and T1). The location of the crossing of
this state differs between both methods. The crossing is
predicted to occur at a C−Cα distance of about 2.2 Å for
ADC(2) and at shorter distance (1.8 Å) for OM2/MRCI. Also,
the energy of the T2 state is predicted to be lower with
OM2/MRCI than ADC(2). The energy difference between the
T1 minimum and the crossing is predicted to be 1.6 eV for
ADC(2) and 1 eV for OM2/MRCI. Compared to the initial
available energy (excitation to the S1 state), the energy
difference diminishes to 0.55 eV for OM2/MRCI level and
stays approximately the same (1.7 eV) at the ADC(2) level. It is
suggested that the dynamics does not perform in this case a
nonadiabatic transition at the crossing geometry of Figure 5
because the system does not reach this configuration. The other
coordinates do not correspond to the situation in the calcula-
tion of the figure. ADC(2) predicts another triplet state (T3).
This state is predicted to be much higher in energy with
OM2/MRCI and is therefore not plotted here. The orbital
transitions describing these states are similar for both methods.
Overall, the potential energy profile predicted by OM2/MRCI
along the C−Cα bond elongation is in qualitatively good agree-
ment with the one predicted by ADC(2). The crossing between
the states occurs at shorter C−Cα distance, which might also
affect the time scale of the dynamics.
From these profiles, it might be expected that more than one

triplet state is significant for the photoexcitation dynamics. This
can be easily verified by running photoexcitation dynamics
with and without nonadiabatic surface hopping. As pointed out

Figure 5. Potential energy surface along C−Cα elongation calculated by (a) ADC(2) and (b) OM2/MRCI.
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already earlier, additional calculations using nonadiabatic sur-
face hopping have been run. There are clearly no nonadiabatic
transitions between different triplet states. It is therefore con-
cluded that other triplet states are not relevant in the photo-
induced dynamics of pentanal.
As mentioned above, strengthened also by Figure 3, it is

assumed that the population is transferred from S1 to T1 by
intersystem crossing. Structures from the singlet excited state
dynamics (procedure described above), which have an energy
difference between 0.23 to 0.29 eV between the S1 and the T1
state, have been extracted. The photoexcitation dynamics then
proceeded from these structures on the T1 surface. In the next
section, the results of the adiabatic triplet state dynamics are
discussed
3.5.2. Mechanistic Insight into the Norrish Type I Reaction:

Partial Charges and Bond-Orders along Trajectories. Figure 6

shows snapshots of the first step in the Norrish type I reaction
seen in a typical trajectory. The mechanistic picture seems to be
very simple: Upon accumulation of sufficient energy in the
C−Cα bond, the bond cleavage happens immediately.
In order to obtain more details of the mechanism, the bond

order along a typical trajectory has been calculated; see Figure 7.

The C−Cα bond is cleaved at about 1338 fs (cutoff distance
of 2.5 Å was reached). This can be also seen from this graph:
The bond order of C−Cα changes from approximately 1 to 0.
Note that the drop to half bond order occurs prior to reaching
1338 fs (at about 1231 fs). The bond order reaches 0 at about
1393 fs. The definition of the cleavage point can therefore

be newly defined according to the change in bond order.
At the same time, the C−O bond order changes from 1.5 to
approximately 2. Initially the bond order of this bond (carbonyl
group) is 1.5 due to the triplet state. The triplet state involves
an excitation of an electron from a nonbonding orbital located
on the CO double bond to a π* orbital located in the same
area. Initially the overall bond order on the C atom is 3.7
(C−O bond order = 1.3, C−H bond order = 0.8, C−Cα bond
order = 0.9, the electron of the excitation is not involved in
bonding and is located on the C atom = 0.5, and the sum is
3.7). The overall bond order at C changes from 3.7 to 3.2 after
the cleavage. The fragment consists of C doubly bonded to O
and singly bonded (bond order of 0.7) to H. The nonbonded
electron is still located on C. The total bond order change on C
can be explained by a homolytic cleavage of the C−Cα bond.
The main change during the cleavage is the transfer of one
electron from the C−Cα bond to the CO bond (bond order
there increases from 1.5 to 2). The Cα atom (on the other
fragment) remains a total bond order of about 3.8.
Another insight into this reaction comes from the Mulliken

charge analysis on the trajectory; see Figure 8.

Most of the charges remain relatively constant with oscilla-
tions due to vibrational motion. Main changes can be seen in
C, Cα, and H. The charge of O remains at a constant value of
−0.3 au. By adding the charges of C and H, this yields an
almost zero charge on the CHO fragment after cleavage. This is
consistent with the bond order analysis. Both properties predict
a homolytic bond cleavage.
The HOMO orbital itself is very important since it is

involved in different excitations. Figure 9 shows the HOMO
orbital during one sample trajectory of C−Cα bond cleavage.
The HOMO orbital is calculated on-the-fly by OM2/MRCI
and, as validation, also with ADC(2) on corresponding C−Cα
distances. From the figure, it can be seen that there are only
slight changes in the first 500 fs in the orbital. These changes
are also recovered by the ADC(2) method. The HOMO orbital
can be described as a π* orbital. After the cleavage, the HOMO
orbital now resides on the larger fragment. ADC(2) predicts a
very similar orbital. Such good agreement between the HOMO
orbitals calculated by OM2/MRCI and ADC(2) emphasizes
again the similarity of different properties calculated by
OM2/MRCI and ADC(2). This validates the usage of the
semiempirical methods for this particular reaction.

Figure 6. Snapshots of C−Cα cleavage.

Figure 7. Bond orders of the C−Cα bond and the C−O bond versus
time.

Figure 8. Mulliken charges along the trajectory.
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The following summary from the insight gained here about
the Norrish type I reaction is provided: Norrish type I reac-
tion is the dominant process in the short time scale regime,
although the overall yield is very low (about 7−9% depending
on the temperature). The reaction is taking place on the lowest
triplet state. The time scale of the reaction is in the picosecond
range and takes place before extensive energy redistribution is
possible.
3.6. Mechanistic Insight into the Norrish Type II

Reaction: Energetics, Bond Orders, and Mulliken
Charges. One trajectory run adiabatically on the lowest triplet
state surface at 200 K shows the first step of the Norrish type II
reaction, namely, the γ-H transfer to the CO group.
Figure 10 shows snapshots of this reaction.

The snapshots show various configurations along the
dynamics. Initially the γ-H is far away from the carbonyl
group. The system has to reach the right configuration for the
γ-H transfer. Therefore, the time scale of this process is much
longer than for the simple C−Cα cleavage. Because of this,
most of the trajectories reach first the cleavage of the C−Cα

bond. In the gas phase, both fragments separate from each
other. For condensed phases, it might be possible that the
fragments recombine and then further react through the
Norrish type II reaction. Additionally, the solvent itself might
help to transfer the γ-H atom (for example, through a hydrogen
bond bridge in water). It is therefore expected that in
condensed phases the yields for Norrish II reaction is higher
than for Norrish type I. Additional simulations of pentanal in
condensed phase are planned to verify the prediction of the
different yields.
Figure 11a shows temporal change of the potential energy

surface along this trajectory. For clarity, the lower part of

Figure 11a shows the smoothed potential energy. The reference
energy of these graphs is the pentanal minimum energy.
Figure 11b shows an enlargement of the smoothed potential
energy in the region between 5 and 7 ps, the time scale where
the γ-H transfer occurs. Additionally, important bond lengths
(C−Hγ distance and O−Hγ distance) that change during the
γ-H transfer are also shown. Energetically, the total energy of
the triplet transition state (structure at 5.61 ps) is about 0.59 eV
higher than triplet minimum structure and about 3.52 eV higher
than the singlet minimum structure. Comparing the initial excitation
energy to the first excited state (3.76 eV), this barrier can be easily
overcome. The optimization of the transition state was unsuccessful.
Optimization might lead to a lower energy difference. The same
transition state was estimated in heptanal15 about 0.3 eV higher than
the minimum. After H transfer, the potential energy is lower than
before, suggesting a larger stabilization of the newly created structure
compared to the initial isomer.

Figure 9. HOMO orbital structure for snapshots in the dynamics of
C−Cα cleavage (a) as calculated by OM2/MRCI and (b) as calculated
by ADC(2).

Figure 10. Snapshots of the γ-H transfer.

Figure 11. (a) Temporal change in the potential energy along the
trajectory and the lower part smoothed over time. (b) Enlargement of
potential energy surface between 5 and 7 ps and C−Hγ and O−Hγ

distances in this time scale.
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Figure 12 shows a minimized energy path between the
minimum of pentanal and the structure after H transfer. It was

assumed that first the system performs a rotation along the
Cα−Cβ bond to achieve proximity between the H-donor and
the H-acceptor group, and then in a second step, the hydrogen
is transferred. This figure has been created by using one con-
straint for each part (dihedral angle and H−O distance,
respectively) and is therefore one possible minimum energy
path. As can be seen from this figure, the rotational barrier is
about 0.12 eV high; the barrier for the H transfer is about
0.15 eV high. Energetically the barrier is therefore much lower
than the barrier for the C−Cα cleavage. Also here, as seen
previously in Figure 11, the energy of the newly created
structure after H transfer is more stabilized by about 0.35 eV
than the energy of the minimum energy structure of pentanal.
Also here, this trajectory was further analyzed using prop-

erties such as bond orders and Mulliken charges.
Figure 13 shows the bond order along this trajectory: C is

connected to O, Cα, and H. Since the trajectory starts on a

triplet surface, two electrons are initially unpaired with the same
spin. The total bond order (sum over all bond orders along

bonds and bond order of unbounded electrons) on atom C is
about 3.5−3.7 during the dynamics. The initial bond order
of the C−O bond is 1.5 (not 2 as on the singlet surface). The
bond order of the other bond connected to C (atoms H and
Cα) is 0.75 (not 1 as on the singlet surface). Comparing all the
bond orders along all bonds to the total value yields a difference
of 0.5 in bond order. This corresponds to an unpaired electron
on the C atom, a radical. The triplet state is a biradical state,
and the second unpaired electron is between C and O (there-
fore, a bond order of 1.5). The H atom that is transferred (Hγ1)
is initially connected to Cγ, bond order 1. At the point of the
transfer, the bond order changes to 0 (i.e., the bond is cleaved),
and instead, a bond order of 1 is created between Hγ1 and O.
The bond order between C and O changes to 1, the bond
orders of H−C and C−Cα change from 0.75 to 0.5. This means
that two electrons around the C were used for creating the new
O−Hγ1 bond. Looking at the total bond order of Cγ reveals that
this value stays constant at about 4, although the total bonds
change from 4 to 3. This means that the two electrons that
were used for the bond between Cγ and Hγ1 do not move from
the Cγ. The H is therefore transferred without its electron;
correctly it is therefore an H+ transfer.
Figure 14 shows the Mulliken charges along this trajectory.

Charges of other atoms mainly remain constant along the
trajectory. Averaged values are summarized in Table 6.

Most of the Mulliken charges do not change much during the
dynamics. The O becomes much more negative, and the Hγ1
becomes much more positive following transfer to O, as seen in
the graph.

3.7. H Detachment Mechanism in Pentanal. One
trajectory run adiabatically on the lowest triplet state surface
at 300 K shows H detachment. This H detachment has been

Figure 12. Potential energy surface along a minimum energy path
between initial structure and final structure after H transfer. It is
assumed that first a rotation about the Cα−Cβ bond takes place and
then the γ-H is transferred.

Figure 13. Bond order changes along the γ-H transfer to the CO
group.

Figure 14. Mulliken charge along the trajectory.

Table 6. Average Mulliken Charge of All Atoms

atom average Mulliken charge (a.u.)

all hydrogens except Hγ1 0.2
Cα, Cß, Cγ −0.3
Cδ −0.6
C −0.1

The Journal of Physical Chemistry A Article

dx.doi.org/10.1021/jp401309b | J. Phys. Chem. A 2013, 117, 11711−1172411720



described as a minor fragmentation pathway for aldehydes.7,26

Figure 15 shows snapshots from this trajectory.

A cutoff distance of 2.5 Å was defined. This distance was
reached after 25.5 fs. Bond order and Mulliken charges confirm
that an H atom is detached from the molecule. Estimates for H
detachment in heptanal15 ranges from 6.9 kcal/mol (detach-
ment of γ-H), 7.7 kcal/mol (detachment of δ-H), and 10.4
kcal/mol (detachment of ε-H), up to 17.8 kcal/mol (detach-
ment of β-H). The barrier for H detachment seen here has not
been calculated. However, this barrier was estimated to lie in
the range of 6.9 to 17.8 kcal/mol. In ref 26, the barrier high for
this specific H detachment in butanal has been estimated to
be 17.7 kcal/mol. Therefore, the barrier here in pentanal is
estimated to be closer to the high limit of the H detachment
barrier range given above, around 17.7 kcal/mol. For
comparison, the barrier for C−Cα cleavage has been estimated
in the same work of heptanal to be 11.3 kcal/mol. The energy
for the C−Cα cleavage is therefore lower than the H detach-
ment barrier. It can therefore be assumed that these reaction
channels are competitive. However, in this study, the yield for
the H detachment is lower than the yield of Norrish type I
reaction. It is assumed that this can be explained by the higher
barrier for detachment, as also argued in ref 26.
No trajectory has been observed that shows the roaming

behavior seen in small aldehydes. This pathway might be
inaccessible for large aldehydes or happen only very rarely.
3.8. Effect of Long Time Scale Simulation on Norrish I/II

Ratio. Section 3.3. summarizes the statistics of various reactions
observed at short and long time scales. It has been observed
that for longer time scales (up to 100 ps) the theoretically pre-
dicted relative yields of the Norrish I and Norrish II reactions
(34% vs 66%, respectively) now approach the experimental
relative yields of 80% for the Norrish type II reaction.25,28

Figure 16 shows a histogram of the time scale of Norrish type
I/II reactions.
As can be seen from this figure, the Norrish type I reaction

happens on two time scales: one is ultrafast and below 10 ps,
and the second one is slower, starting at 45 ps. On the contrary,
the Norrish type II reaction only starts after 20 ps. This explains
why the short time scale simulations only provided one
trajectory for this reaction path. The following interpretation is
suggested for the time scale and the statistics of Norrish I vs
Norrish II reactions.
Looking at structural changes, it seems reasonable to assume

that Norrish type I reaction should be favored since the first
step involves only a cleavage of a bond, whereas the Norrish type
II reaction involves also large structural rearrangement before
an H atom is transferred. Additionally, considering dissocia-
tion energies, the C−C dissociation energy is also lower than the
C−H energy. However, the Norrish type II cleavage happens
simultaneously with the creation of a new O−H bond, so that
the total energy needed for the reaction is lower compared to

Norrish type I reaction. This is also expressed in the ΔH
calculated in ref 28: a value of 348.3 kJ/mol is predicted for the
Norrish type I reaction, compared with 82.2 kJ/mol for the
Norrish type II reaction. In summary, considering the structure
only, Norrish type I reaction is favored, and including energetic
aspects, Norrish type II reaction is preferred. This is also seen in
the simulations: Norrish type II reactions occur on a longer time
scale compared to Norrish type I, but with a higher yield.
Another important effect on the Norrish I/II ratio is the

occurrence of intramolecular vibrational energy redistribution.
Statistical theories such as RRKM assume a time scale of about
10 ps for efficient IVR. The Norrish type I reaction therefore
occurs before full IVR has taken place, whereas for the Norrish
type II reaction the opposite is true (time scales longer than
20 ps). More specifically, these findings here show that the γ-H
transfer sets in at larger times, hinting that IVR is essential for
the Norrish type II reaction. The longer the carbon chain (the
larger the system), the more IVR is expected. Thus, for larger
aldehydes, more Norrish type II can be expected.
Different factors might affect the discrepancy between the

theoretical and experimental yields for Norrish I/II reactions.
One possible factor is the occurrence of collisions in experi-
ments. So all the experiments, also those in gas phase, were
done in conditions where collisions are possible. The existence
of collisions in the gas phase in sufficient pressure is therefore
expected. The experimental studies are therefore not in an
isolated system. The role of the collisions can be very large, as
in RRKM theory. It is not claimed that this provides a complete
understanding of the experimental outcome of the yields of
Norrish I vs Norrish II, but these calculations do give a lot of
insight into the mechanistic aspects of Norrish I and Norrish II.
Besides collision, there could be also other factors (such as
whether O2 or N2 is used; see ref 28), which affect the yield of
Norrish I and II.

4. CONCLUSIONS
Photoexcitation dynamics of pentanal has been simulated theo-
retically using dynamics on the semiempirical OM2 potential.
Additional calculations on the singlet and triplet excited state
were performed using the nonadiabatic surface hopping
method with the OM2/MRCI potential. The OM2 potential
energy surface reproduces important stationary points correctly.
Quantitatively the energetics obtained by OM2/MRCI are in
good agreement with the ab initio method ADC(2) and with

Figure 16. Histogram of (a) Norrish type I reactions and (b) Norrish
type II reactions in the time scale of 100 ps.

Figure 15. H detachment of pentanal.
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the experiment. It is concluded that the OM2/MRCI potential
is a very reliable potential. The advantage of this method is
the large reduction in computational cost for this system.
The usage of this potential is recommended for large systems
especially in dynamical simulations.
From the simulations, it is concluded that the reactions are

not taking place on the singlet surface (at least not in the time
scale that was simulated). However, one triplet state is very
close to the excited singlet state, and intersystem crossing be-
tween these states is assumed to take place. The reactions are
found to take place on the lowest triplet potential surface. The
system does not switch to a different triplet state, in the course
of the dynamics. These results establish that additional triplet
states can be neglected in the treatment of photochemical
reactions.
Properties such as bond orders and Mulliken charges are

used to further analyze the first step in the Norrish type I
reaction. Both properties show that the C−Cα bond cleavage is
homolytic and that two radical fragments are produced.
In the short time scale of up to 10 ps in one trajectory, the

first step of the Norrish type II reaction was seen, namely, the
γ-H transfer. The time scale of this process is about 5 ps. No
evidence for triplet transitions in the Norrish type II reaction
has been observed. Analysis using Mulliken charges and bond
orders reveals that an H+ is transferred from the Cγ to the
carbonyl oxygen. The time scale for this process is longer than
for the C−Cα cleavage. The reason for this is that the system
has first to find the right configuration for the H+ transfer, and
this takes time.
Another trajectory shows the H detachment. The time scale

for this process is ultrafast, shorter than 1 ps.
Only about 10% of the trajectories were reactive in the time

scale of 10 ps. This implies that the time scale for reactions is
usually longer than 10 ps.
In the short time scale of up to 10 ps, Norrish type I reaction

is clearly preferred over reactions involving H detachment (γ-H
transfer in Norrish type II reaction and H detachment at the
carbonyl carbon). It is suggested that in condensed phase the
situation is different. Hydrogen networks in condensed phase
might assist the H transfer, such that the yield for Norrish type
II reaction is much higher than Norrish type I reaction.
The ratio between Norrish type I and II reactions is different,

if long time scales up to 100 ps are considered. More Norrish
type II reactions have been observed in the long time scale, all
of them are happening after at least 20 ps. The statistics now
show in 27% of the trajectories Norrish type II reactions, 14%
Norrish type I reactions, and 1% H detachment. The opening
of Norrish type II reaction was explained by considering the
following factors: from a structural point of view, the γ-H
transfer can be only performed, if a critical configuration of near
vicinity of the γ-H and carbonyl oxygen is reached. From an
energetic point of view, the γ-H transfer seems to happen only
after IVR has taken place. Both factors imply a larger time scale
for the Norrish type II process than the simple C−Cα cleavage
in Norrish type I.
Additionally, from the energetic point of view, it has been

shown, that the barrier for the Norrish type II reaction is
substantially smaller than for the Norrish type I reaction. Thus,
the following factors favor the Norrish type II reaction for
larger aldehydes: lower energy barrier compared to Norrish
type I reaction and faster IVR (due to larger numbers of
degrees of freedom). In summary, Norrish I is essentially
direct, while Norrish II should benefit from a geometric change

(that requires also energy redistribution in the molecule, taking
more than 10 ps). The results are also very suggestive with
regard to the effect of collisions in gas phase or with regard to
the corresponding processes in solution: the collisions (or con-
densed phase) will give preference to Norrish II over Norrish I
since these conditions favor more statistical, less direct, dynamics.
In summary, dynamics using a semiempirical potential for

the simulation of the photoexcitation of pentanal has been
applied. The reduced computational cost makes this method-
ology applicable to a wide range of photoexcitation processes of
large organic systems. A natural continuation of this study is the
investigation of the photoexcitation of pentanal in an environ-
ment and the photoexcitation of larger aldehydes. For pentanal,
the simulation predicts that the Norrish type I reaction is
favored. It would be interesting to study larger aldehydes and to
explore from which aldehyde length the Norrish type II reac-
tion is dominant.
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